3.8 Planning Scenario

3.8.1 Planning Scenario Description

This scenario shows all the planning and any processing threads (including re-processing of a
data processing request) that apply to all instrument scenarios, which utilize the EMD planning
and data processing functions. These threads apply to the MODIS and ASTER scenarios.

3.8.2 Planning Scenario Preconditions

There are no overall preconditions, however, applicable preconditions are provided for each
thread. The following threads are supplemental to the basic operations of the PDPS, which are
illustrated in the MODIS and ASTER scenarios. The point of these scenarios is to illustrate
different twists in the interactions that were not specified in the MODIS and ASTER scenarios.
Each of the following scenarios was developed to highlight a specific part of the overall
functionality for the purpose of clarification. Therefore, there is no flow between these
individual threads in this document and no thread letters identified with these threads except
where thread groups are shown in this section (i.e. the Resource Planning Group, the SSAP
group and the Metadata group). Thread descriptions indicate where these threads would
logically apply in the MODIS and ASTER scenarios. This thread application would not
necessarily be a direct patch into the scenario, but is a representation of the general expansion of
that scenario. Some specific modification may be needed for a given specific scenario.
Individual thread preconditions are identified with each thread.

3.8.3 Planning Scenario Partitions

The Planning Scenario has been partitioned into the following threads:

e Resource Planning Group - This Group consists of the Ground Events Job Thread and the
Resource Planning Thread:

e Ground Events Job (Thread A) - This thread illustrates how a ground event marks a
resource as unavailable for a specified time (see section 3.8.4).

e Resource Planning (Thread B) - This thread illustrates a means to gather a set of
resources to be used by Resource Planning (see section 3.8.5).

e Science Software Archive Package - The Science Software Archive Package (SSAP) is a
precondition for the MODIS Scenario (Section 3.5) and the ASTER Scenario
(Section 3.7), and has been partitioned into the following threads:

e SSAP Insertion (Thread A) - This thread illustrates how a new SSAP is inserted into
the Data Server (see section 3.8.6).

e SSAP Update (Thread B) - This thread illustrates how an existing SSAP in the Data
Server can be updated (see section 3.8.7).

e Archive PGE Executable TAR File (Thread C) - This thread illustrates the
archiving of a PGE executable tar file, and is implemented at the time of PGE
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registration. This thread would also follow the SSAP Insertion Thread (A) if no
update takes place (see section 3.8.8).

Metadata Query for Dynamic Input Granules - This thread group is needed to determine
the inputs to DPRs, which use time dependent granules (dynamic) based on a metadata
query, and is partitioned into the following threads:

e Dynamic Granule Currently Available (Thread A) - This thread illustrates what
happens when a dynamic granule is currently available from the Science Data Server
(see section 3.8.9).

e Dynamic Granule Available in the Future (Thread B) - This thread illustrates what
happens when a dynamic granule is not currently available but becomes available in
the future from the Science Data Server (see section 3.8.10).

Metadata Based Activation - This thread illustrates the activation (run/no run) of a Data
Processing Request (DPR) based on a metadata value, and takes place before the MODIS
Standard Production Thread (Section 3.5.6) and before the “Activate Plan” step (C.8) of the
ASTER Backward Chaining Thread (Section 3.7.6). (See section 3.8.11).

DPR Regeneration - This thread illustrates reprocessing to replace a missing or damaged
file. This is necessary when an existing file has been corrupted or deleted. (See section
3.8.12a).

Reprocessing - This thread illustrates reprocessing to improve an existing file. Reprocessing
is performed when the software or static inputs of the Product Generation Executable (PGE)
have been improved by the instrument team. (See section 3.8.12b).

Delete DPR - This thread illustrates the deletion of a DPR job, and would apply after the
MODIS Failed PGE Handling Thread (Section 3.5.7). (See section 3.8.13).

Closest Granule — This thread illustrates how a PGE can be processed by using the nearest
input granule (either forward or backward) from the time specified in the Data Processing
Request. (See section 3.8.14).

3.8.4 Ground Events Jobs Thread (Thread A)

This thread illustrates how a ground event marks a resource as unavailable for a specified time.
A ground event is composed of a start time, duration, and a resource.

This thread applies to any resource except AutoSys.

The following system functionality is exercised in this thread:

e The capability to recognize already allocated resources identified by a ground event
job, and to not schedule additional jobs using resources already covered by an
existing ground event job for that ground event duration.
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Thread Preconditions

The PDPS database, Resource Planning, AutoSys, and the Job Management Server must all be
up and running.

The Planning Workbench cannot be up.

3.8.4.1 Ground Events Jobs Thread Interaction Diagram - Domain View

Figure 3.8.4.1-1 depicts the Ground Events Jobs Thread Interaction - Domain View.
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Figure 3.8.4.1-1. Ground Events Jobs Thread Interaction Diagram - Domain View

3.8.4.2 Ground Events Jobs Thread Interaction Table - Domain View

Table 3.8.4.2-1 provides the Ground Events Jobs Thread Interaction - Domain View.

3-311 313-EMD-001, Rev. 01



Table 3.8.4.2-1. Interaction Table - Domain View: Ground Events Jobs

Step Event Interface Interface Data Step Description
Client Provider Issues Preconditions
Al Create the DAAC Ops - | PLS The Resource The Production Planner
ground event | Production (PLANG) resources Planning must | uses Resource Planning
Planner to be be up and to allocate given
allocated running. resources in a ground
for the event. The Planning
ground Workbench is brought up.
event must
be known.
A.2 Perform PLS PLS None None The Production Planner
planning (PLANG) (PLANG) performs planning in the
normal fashion.
A3 Activate Plan | PLS DPS The ground | The Planning A ground event message
(PLANG) (PRONG) | event Workbench and | is sent along with the
message the Job Data Processing
includes a Management Requests (DPRs) in the
resource Server must be | plan.
ID, a start up and running.
time, and
duration.
A4 Processes DPS DPS None The Job The ground event job is
ground event | (PRONG) (PRONG) Management processed.
job Server must be
up and running.

3.8.4.3 Ground Events Jobs Thread Component Interaction Table

Table 3.8.4.3-1 provides the Ground Events Jobs Thread Interaction.

Table 3.8.4.3-1. Component Interaction Table: Ground Events Jobs (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

Al.1l Create the DAAC Ops - | EcPIRpRe | GUI The Production Planner uses
ground Production Resource Planning to allocate given
event Planner resources in a ground event.

(Operator)

A2.1 Create plan DAAC Ops | EcPIWb GUI The Production Planner creates a
- Production plan in the normal fashion.
Planner
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Table 3.8.4.3-1.

Component Interaction Table: Ground Events Jobs (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
A.2.2 Submit plan | DAAC Ops | EcPIWb GUI The Production Planner submits the
- plan in the normal manner.
Production
Planner

A3.1 Activate EcPIWb EcDpPrJob | CCS A ground event message is sent

Plan Mgmt Middleware | along with the Data Processing
Requests (DPRs) in the plan, if any.

A4l Job Appears | EcDpPrJob | EcDpPrJob | Internal This newly created job must have
in AutoSys Mgmt Mgmt the same name as the ground

event job.

A4.2 Job starts EcDpPrGE | EcDpPrGE | Internal The Data Processing Subsystem
running Ground Event job begins to run.

A.4.3 Job looks up | EcDpPrGE | Sybase CtLib The Data Base (DB) lookup is
resource ASE accomplished using the primary

key.

A.4.4 Set the field | EcDpPrGE | Sybase CtLib By setting the DB field onLineState
onLineState ASE to the value offLine, further use of
to offLine that resource is eliminated until

either the job wakes up or is killed.

A.4.5 Job sleeps EcDpPrGE | EcDpPrGE | Internal The resource(s) allocated by the
for the ground event remains allocated for
duration the duration of the ground event.
time of the
ground
event

A.4.6 Set the field | EcDpPrGE | Sybase CtLib When either the job wakes up, or if
onLineState ASE the job is killed, the DB field
to onLine onLineState is reset to onLine.

3.8.5 Resource Planning Thread (Thread B)

This thread illustrates a means to gather a set of resources to be used by Resource Planning.

This thread applies to all instruments.

The following system functionality is exercised in this thread:

e The capability to obtain from MSS a baseline configuration file of resources and
resource descriptions.

Resour ce Planning Thread Preconditions

A directory must have been created to house the baseline configuration file. The PDPS DB must
be up and running. The MSS CM server must be on-line. Tivoli, configured to support the
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Baseline Manager/Resource Planning interface, must be running on the MSS server, the MSS
CM server and the Planning workstation. Resource Planning must be running.

3.8.5.1 Resource Planning Thread Interaction Diagram - Domain View

Figure 3.8.5.1-1 depicts the Resource Planning Interaction Diagram - Domain View.
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Figure 3.8.5.1-1. Resource Planning Interaction Diagram - Domain View

3.8.5.2 Resource Planning Thread Interaction Table - Domain View

Table 3.8.5.2-1 provides the - Domain View: Resource Planning.

Table 3.8.5.2-1. Interaction Table - Domain View: Resource Planning (1 of 2)
Step Event Interface | Interface Data Step Description
Client Provider | Issues | Preconditions
B.1 Fetch baseline | DAAC Ops - |PLS The The Resource | The Production Planner
Production |(PLANG) |baseline |Editor must be |performs the baseline
Planner date must |up and running. |fetch steps using the
be known. Resource Planner.
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Table 3.8.5.2-1. Interaction Table - Domain View: Resource Planning (2 of 2)

Step Event Interface Interface Data Step Description
Client Provider Issues | Preconditions

B.2 Request PLS MSS None Tivoli, The resource
resource (PLANG) (MCI) configured to configuration file is
configuration support the provided via Tivoli.
file Baseline

Manager/
Resource
Planning IF,
must be running
on the MSS
server.

B.3 Send MSS PLS None None Several Tivoli jobs and
resource (MCI) (PLANG) an XRP-Il script are
configuration run.
file

B.4 Notify MSS DAAC Ops - | None None A registered Production
operator (MCI) Production Planner can browse the

Planner Tivoli messages to
verify status of the
planned resource.

3.8.5.3 Resource Planning Thread Component Interaction Table

Table 3.8.5.3-1 provides the Component Interaction: Resource Planning

Table 3.8.5.3-1. Component Interaction Table: Resource Planning (1 of 3)

Step Event Interface Interface | Interface Description
Client Provider Mech.

B.1.1 Bring up the DAAC Ops- |EcPIRpRe |GUI The Production Planner brings up
Resource Production the Resource Definition screen of
Definition screen |Planner the Resource Planner.

B.1.2 Click the Fetch DAAC Ops - |EcPIRpRe |GUI The Production Planner selects
Baseline button | Production the Fetch Baseline button.

Planner

B.1.3 Enter baseline DAAC Ops- |EcPIRpRe |GUI The Production Planner enters the

date Production baseline date and clicks OK.
Planner

B.2.1 Start Tivoli EcPIRpRe Tivoli Command | Tivoli starts a Tivoli client process.

process Line
“tivoli”
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Table 3.8.5.3-1. Component Interaction Table: Resource Planning (2 of 3)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.2.2

Invoke

get_resource_co

nfig job

EcPIRpRe

Tivoli

Command
Line
“wrunjob”

The Planning Subsystem
Resource Editor starts a job in a
Tivoli task library. The command
passes the name of the library
and job, the user specified
configuration date for the
baseline, and a Resource
Planning (RP) code to be used in
conjunction with the naotification of
job status.

B.3.1

Issue “resplan”

data request

wrunjob

Tivoli

Command
Line
“resplan”

Tivoli invokes the XRP-II resplan
script on the System Management
Subsystem CM server, forwarding
the baseline date and notification
code as arguments.

B.3.2

Send resplan
data

resplan

wrunjob
XRP-II

Command
Line
“wrunjob”

XRP-Il extracts from the Baseline
Manager database records
tagged as planning resources that
are part of the baseline having
status of production and in effect
at the site on the requested job
date. Using this data, it creates
resource configuration records in
a well-defined format, prefixes
them with an informational
message, and makes them
available to Tivoli via standard
output for delivery to resource
planning.

B.3.3

Send resplan
signal

resplan

wasync
Tivoli

Tivoli
command
Command
Line
“wasync”

XRP-1I signals the Tivoli Event
Server when resplan has
processed the data request. The
signal employs a special code and
contains a status message. The
code, used by the Event Server to
determine what action to take,
contains the base string
GRC_for_ followed by the RP
notification code that had been
passed as an argument to
resplan.
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Table 3.8.5.3-1. Component Interaction Table: Resource Planning (3 of 3)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.3.4 Tivoli writes the formatted data
XRP-II placed on the standard
output into a file named
/usr/ecs/OPS/CUSTOM/data/PLS/
ResPlan/resource_config.dat on
the Planning Subsystem

workstation.

Store resource wrunjob Tivoli Command
configuration file line

B.4.1 Issue notification | Tivoli DAAC Ops |Tivoli In response to a GRC_for_RP

- Distributed | signal, a Tivoli Sentry monitor
Production |Monitoring | produces a popup window for all
Planner users logged onto the Planning
Subsystem workstation who have
a Tivoli client process running and
are registered to receive
GRC_for_RP notices. The
window displays the status
message from resplan together
with some ancillary information.
The monitor also writes the status
message and ancillary information
to the Tivoli Sentry-log notice
group.

Planners registered as Tivoli
administrators who subscribe to
the Sentry-log notice group can
view a chronological list of
GRC_for_RP messages by
clicking on their Tivoli desktop
Notices icon and selecting the

Sentry-log group.

B.4.2 Browse notices DAAC Ops - |Tivoli GUI

Production
Planner

3.8.6 Science Software Archive Package Thread - SSAP Insertion (Thread A)
This thread illustrates how a new SSAP is inserted into the Data Server.
This thread applies to all instruments.
The following system functionality is exercised in this thread:
e The capability to insert a SSAP into the Data Server
Thread Preconditions

The SSAP Editor must be up and running and the added SSAP should appear in the window of
the “main” tab.
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3.8.6.1 Science Software Archive Package Insertion Thread Interaction Diagram -
Domain View

Figure 3.8.6.1-1 depicts the Science Software Archive Package Insertion Interaction - Domain
View.
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Figure 3.8.6.1-1. SSAP Diagram - Domain View

3.8.6.2 Science Software Archive Package Insertion Thread Interaction Table -
Domain View

Table 3.8.6.2-1 depicts the Interaction Table - Domain View: SSAP Insertion.
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Table 3.8.6.2-1. Interaction Table - Domain View: SSAP Insertion

Step Event Interface | Interface Data Step Description
Client Provider Issues | Precondi
tions
A.l Enter SSAP |DAAC Ops |DPS The SSAP |None The Science Software Integration
data - SSIT (AITTL) data to be and Test (SSIT) Operator enters
Operator entered the Science Software Archive
must be Package (SSAP) data.
known.

A.2 Insert DAP DPS DSS None None The Delivered Algorithm Package
and SSAP (AITTL) (SDSRV) (DAP) and SSAP components are
components inserted into the appropriate

Science Data Server.

A3 Return UR of |DSS DPS None None The Science Data Server returns
SSAP (SDSRV) [(AITTL) the Universal References (URs) of
granules the SSAP granules.

A4 Display DPS DAAC None None The Science Data Server insertion
insertion (AITTL) Ops- SSIT message is displayed to the SSIT
message Operator Operator.

3.8.6.3 Science

Interaction Table

Software Archive Package

Insertion Thread Component

Table 3.8.6.3-1 depicts the Science Software Archive Package Component Interaction - SSAP
Insertion.
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Table 3.8.6.3-1. Component Interaction Table: SSAP Insertion (1 of 2)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
Al.l Select SSIT DAAC Ops - | EcCDpAtSS | GUI The Science Software Integration
Manager: Tools: |SSIT APGui and Test (SSIT) Operator brings up
Data Server: Operator the Science Software Archive
SSAP Editor Package (SSAP) Editor.
A.l.2 Click on Create DAAC Ops - | EcCDpAtSS | GUI The SSIT Operator clicks on the
button SSIT APGui Create button.
Operator
A.1.3 Enter name of the | DAAC Ops - | ECDpALSS | GUI The SSIT Operator enters the name
SSAP in the first |SSIT APGui of the SSAP in the first field.
field Operator
Al4 Enter the SSAP | DAAC Ops - | ECDpAtSS | GUI The SSIT Operator enters the SSAP
version in the SSIT APGui version in the second field.
second field Operator
A.1.5 |[Click OK DAAC Ops - | ECDpALSS | GUI The SSIT Operator clicks on OK.
SSIT APGui
Operator
A.1.6 Click on File List |DAAC Ops - | ECDpALtSS | GUI The SSIT Operator clicks on the File
tab SSIT APGui List tab.
Operator
A.1.7 |Click on File Type | DAAC Ops - | ECDpALSS |GUI The SSIT Operator clicks on the File
button SSIT APGui Type button.
Operator
A.1.8 Choose one DAAC Ops - | EcCDpAtSS | GUI The SSIT Operator chooses one
menu item SSIT APGui menu item.
Operator
A.1.9 |Select afile(s) DAAC Ops - | ECDpALSS | GUI The SSIT Operator selects a file or
from the left SSIT APGui files from the left window.
window Operator
A.1.10 |Click the Add DAAC Ops - | ECDpALSS | GUI The SSIT Operator clicks on the add
Arrow SSIT APGui arrow.
Operator
A.1.11 |Click on Metadata | DAAC Ops - | ECDpAtSS | GUI The SSIT Operator clicks on the
tab SSIT APGui Metadata tab.
Operator
A.1.12 |Change values as | DAAC Ops - | ECDpAtSS | GUI The SSIT Operator changes the
necessary & click |SSIT APGui values as necessary and clicks OK.
OK Operator
A.1.13 |Click the Edit DAAC Ops - | EcCDpAtSS | GUI The SSIT Operator clicks the Assoc
Assoc Collections | SSIT APGui Collections button.
button Operator
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Table 3.8.6.3-1. Component Interaction Table: SSAP Insertion (2 of 2)
Step Event Interface | Interface | Interface Description
Client Provider Mech.

A.1.14 | Enter a short DAAC Ops | EcDpAtS | GUI The Science Software Integration
name of an - SSIT SAPGui and Test (SSIT) Operator enters a
existing ESDT Operator short name of an existing Earth

Science Data Type (ESDT).
A.1.15 | Enter the DAAC Ops | EcDpAtS | GUI The SSIT Operator enters the
version - SSIT SAPGui version.

Operator

A.1.16 | Click OK DAAC Ops | EcDpAtS | GUI The SSIT Operator clicks on OK.
- SSIT SAPGui
Operator

A.1.17 | Click Done DAAC Ops | EcDpAtS | GUI The SSIT Operator clicks on Done.
- SSIT SAPGui
Operator

A.1.18 | Select Metadata | DAAC Ops | EcDpAtS | GUI The SSIT Operator selects the
tab: Save - SSIT SAPGuUI Metasave pulldown Save option.

Operator
A.1.19 | Select Main tab: | DAAC Ops | EcDpAtS | GUI The SSIT Operator selects the Main
Submit - SSIT SAPGuUI tab Submit option.
Operator
A21 Insert DAP EcDpAtSS | EcDsSci | GUI The Delivered Archive Package
APGui enceData (DAP) is inserted into the
Server appropriate Science Data Server.

A2.2 Insert SSAP EcDpAtSS | EcDsSci | CCS The Science Software Archive

components APGui enceData | Middleware | Package (SSAP) components are
Server inserted into the appropriate
Science Data Server.

A.3.1 | UR of SSAP EcDsScien | EcDpAtS | CCS The Science Data Server returns
granules ceDataSer | SAPGui Middleware | the Universal References (URs) of

ver the SSAP granules.

A4l Display insertion | ECDpAtSS | DAAC GUI The Science Data Server insertion
message APGui Ops- message is displayed to the SSIT

SSIT Operator.
Operator

3.8.7 SSAP Update Thread (Thread B)

This thread illustrates how an existing SSAP in the Data Server can be updated.

This thread applies to all instruments.

The following system functionality is exercised in this thread:

e The capability to update an existing SSAP in the Data Server.
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SSAP Update Thread Preconditions

For the SSAP Update thread, an SSAP must have already been inserted into the Data Server.

3.8.7.1 SSAP Update Thread Interaction Diagram - Domain View
Figure 3.8.7.1-1 depicts the SSAP Update Thread Interaction - Domain View.
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Figure 3.8.7.1-1. SSAP Update Interaction Diagram - Domain View

3.8.7.2 SSAP Update Thread Interaction Table - Domain View
Table 3.8.7.2-1 provides the SSAP Update Interaction - Domain View.
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Table 3.8.7.2-1. Interaction Table - Domain View: SSAP Update

Step Event Interface | Interface Data Step Preconditions Description
Client Provider | Issues

B.1 Enter DAAC Ops | DPS The A Science Software | The Science
SSAP - SSIT (AITTL) SSAP Archive Package Software Integration
update Operator update (SSAP) must have and Test (SSIT)
data data already been Operator enters the

must be | inserted into the SSAP update data.
known. Science Data

Server. The SSAP

editor must be up

and running and the

inserted SSAP

should appear in the

window of the Main

tab.

B.2 Get DPS DSS None None Request the

metadata | (AITTL) (SDSRV) previously inserted
(current) SSAP
metadata from the
Science Data Server.

B.3 Current DSS DPS None None The Science Data
metadata | (SDSRV) (AITTL) Server provides the

previously inserted
(current) metadata.

B.4 Insert and | DPS DSS None None New data is inserted
update (AITTL) (SDSRV) into the Science Data
data Server, and existing

data is updated in the
Science Data Server.

B.5 UR of DSS DPS None None The Science Data
updated (SDSRV) (AITTL) Server returns the
granules Universal Reference

(UR) of the updated
granules.

B.6 Display DPS DAAC None None The Science Data
insertion (AITTL) Ops - Server insertion
message SSIT message is displayed

Operator to the SSIT Operator.

3.8.7.3 SSAP Update Thread Component Interaction Table
Table 3.8.7.3-1 provides the SSAP Update Component Interaction.
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Table 3.8.7.3-1. Component Interaction Table: SSAP Update (1 of 2)

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.1.1 Click on DAAC EcDpAtS | GUI The Science Software Integration
existing Ops - SAPGuI and Test (SSIT) Operator clicks on
SSAP in SSIT the existing Science Software
the Main Operator Archive Package (SSAP) in the Main
display display.

B.1.2 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the
the Ops - SAPGuUI Metadata tab.
Metadata SSIT
tab Operator

B.1.3 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the
the Ops - SAPGuUI Algorithm Version field and enters a
Algorithm SSIT new version. This new version must
Version Operator be different from the existing version.
field &
enter a
new
version

B.1.4 Update any | DAAC EcDpAtS | GUI The SSIT Operator updates any
other fields | Ops - SAPGuI other fields he/she wishes to change
you wishto | SSIT at this point. A new Associated
change Operator Collection can be added here by

clicking on the Assoc Collection
button and following the steps
described in “Creating an SSAP.”

B.1.5 Click Save | DAAC EcDpAtS | GUI The SSIT Operator clicks on Save
Ops - SAPGuUI before he leaves the Metadata tab.
SSIT
Operator
B.1.6 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the File
the File List | Ops - SAPGuUI List tab to set up new SSAP
tab SSIT components.
Operator
B.1.7 Click on DAAC EcDpAtS | GUI The SSIT Operator clicks on the file
the File Ops - SAPGuUI Type button to select the additional
Type SSIT SSAP component to manipulate. If
button Operator the file type already exists, the

existing information is acquired from
the Science Data Server.

B.1.8 Choose DAAC EcDpAtS | GUI The SSIT Operator chooses one of
one of the Ops - SAPGuUI the menu items.
menu items | SSIT

Operator

B.1.9 Select DAAC EcDpAtS | GUI The SSIT Operator selects file(s)
file(s) from | Ops - SAPGuUI from the left window to add to the
the left SSIT component.
window Operator
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Table 3.8.7.3-1. Component Interaction Table:

SSAP Update (2 of 2)

Step Event Interface | Interface Interface Description
Client Provider Mech.

B.1.10 | Click the DAAC EcDpAtS | GUI The Science Software
Add Arrow Ops - SAPGuUI Integration and Test (SSIT)
button SSIT Operator clicks on the Add

Operator Arrow button to add the files.
They appear in the right window
because they are now part of
that Science Software Archive
Package (SSAP) Component.

B.1.11 | Click Main DAAC EcDpAtS | GUI The SSIT Operator clicks on

Ops - SAPGuI Main to get back to the Main

SSIT tab.

Operator

B.1.12 | Onthe Main | DAAC EcDpAtS | GUI The SSIT Operator clicks on
tab, click Ops - SAPGuUI Submit to send the new SSAP
Submit SSIT to the Science Data Server.

Operator

B.2.1 Get EcDpAtS | EcDsSci | CCS Request the previously inserted

metadata SAPGuUI enceData | Middleware | (current) SSAP metadata from
Server the Science Data Server.

B.3.1 Current EcDsSci | EcDpAtS | CCS The Science Data Server

metadata enceData | SAPGui Middleware | provides the previously inserted
Server (current) metadata.

B.4.1 Insert new EcDpAtS | EcDsSci | CCS New data is inserted into the
Archive SAPGui enceData | Middleware | Science Data Server.

Package Server
(DAP)

B.4.2 Insert SSAP | EcDpAtS | EcDsSci | CCS New SSAP components are

SAPGuUI enceData | Middleware | inserted into the Science Data
Server Server.

B.4.3 Update old EcDpAtS | EcDsSci | CCS Existing data is updated in the

components | SAPGui enceData | Middleware | Science Data Server.
Server

B.5.1 UR of EcDsSci | EcDpAtS | CCS The Science Data Server
updated enceData | SAPGuiI Middleware | returns the UR of the updated
granules Server granules.

B.6.1 Display EcDpAtS | DAAC GUI The SSAP successfully inserted
insertion SAPGuI Ops - into the Data Server message is
message SSIT displayed to the SSIT Operator.

Operator
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3.8.8 Archive PGE Executable TAR File Thread (Thread C)
This thread illustrates the archiving of a PGE executable tar file.
This thread applies to all instruments.
The following system functionality is exercised in this thread:

e The capability to archive a PGE executable tar file.
Thread Preconditions

The PGE executable ESDT must have been installed on the Data Server. A PGE executable
metadata file must have been created. The PGE must be defined in the PDPS database via the
science update tool.

3.8.8.1 Archive PGE Executable TAR File Thread Interaction Diagram - Domain
View

Figure 3.8.8.1-1 depicts the Archive PGE Executable TAR File Interaction - Domain View.

ﬁ CCS Middleware
== HMI (GUI, Xterm, command)
DAAC\... — >
"-.,.. % email (or other as noted)
OpS '~.,. Doubleline - Synchronous
".. ---> email (or other as noted)
. ‘., Dashed - Asynchronous
. *
“ * . . S k t
. C.1 Enter PGE data ocKe
*, . €—» Sybase CtLib
. %
C.4 Display UR
............ _\

C.2 Insert PGE

C.3 Return UR \

—(=)

Figure 3.8.8.1-1. Archive PGE Executable TAR File Interaction Diagram -
Domain View
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3.8.8.2 Archive PGE Executable TAR File Thread Interaction Table - Domain View
Table 3.8.8.2-1 provides the Archive PGE Executable TAR Interaction - Domain View.

Table 3.8.8.2-1. Interaction Table - Domain View: Archive PGE Executable Tar File
Step Event Interface | Interface Data Step Preconditions Description
Client Provider | Issues
C.1 Enter PGE |DAAC Op |DPS The PGE |The PGE executable The Science Software
data - SSIT (AITTL) tar file must have been Integration and Test
Operator informatio | installed on the data (SSIT) Operator enters
n must be | server. A PGE the PGE data.
known. executable metadata file
must have been
created. The PGE must
be defined in the PDPS
DB.
c.2 Insert PGE |DPS DSS None None The PGE is inserted
(AITTL) |(SDSRV) into the proper
Science Data Server.
C3 Return UR DSS DPS None None The Universal
(SDSRV) |(AITTL) Reference of the
inserted PGE is
returned.
C4 Display UR |DPS DAAC Op |[None None The Universal
(AITTL) |-SSIT Reference of the
Operator inserted PGE is
displayed to the SSIT
Operator.

3.8.8.3 Archive PGE Executable TAR File Thread Component Interaction Table

Table 3.8.8.3-1 provides the Archive PGE Executable TAR File Component Interaction -
Domain View.
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Table 3.8.8.3-1. Component Interaction Table: Archive PGE Executable Tar File

Step Event Interfac Interface Interface Description
e Client Provider Mech.

C.l1 Select Tools: | DAAC EcDpAtMgr GUI The Science Software

Data Server: | Ops - Integration and Test (SSIT)
Ins EXE SSIT Operator selects the Insert
TAR Operator Executable Tar File option.

C.12 Enter for DAAC EcDpAtinser | Command | The SSIT Operator enters the
default: Ops - tExeTarFile Line configuration file location, if he
luserlecs/(M | SSIT desires to override the registry
ODE)/CUST | Operator database. An entry must be
OM/cfg/EcD made, if the operator selects

pAtinsertExe this option.
TarFile.CFG
C.13 Enter mode DAAC EcDpAtinser | Command | The SSIT Operator enters the
Ops - tExeTarFile Line mode.
SSIT
Operator
C.l4 Enter PGE DAAC EcDpAtinsert |Command |The SSIT Operator enters the
Name Ops - ExeTarFile Line PGE name.
SSIT
Operator
C.15 Enter version |DAAC EcDpAtinsert [Command |The SSIT Operator enters the
Ops - ExeTarFile Line version.
SSIT
Operator

C.1.6 Enter tar file |DAAC EcDpAtinsert |Command |The SSIT Operator enters the

location Ops-SSIT |ExeTarFile Line path/file name of the PGE
Operator Executable Tar file.

c.l17 Enter tar file | DAAC EcDpAtinsert [Command |The SSIT Operator enters the
metadata Ops-SSIT |ExeTarFile Line path/file name of the PGE Tar
location Operator file's metadata file.

C.1.8 Enter the Top |DAAC EcDpAtinsert |Command |The SSIT Operator enters the
level shell Ops - ExeTarFile Line top-level shell file name within
filename SSIT the tar file.
within tar file | Operator

cz21 Insert PGE EcDpAtin |EcDsScience |CCS The PGE is inserted into the

sertExeTa | DataServer Middleware |proper Science Data Server.
rFile

C31 Return PGE |EcDsScie |EcDpAtinsert |CCS The Universal Reference of the
UR nceDataS |ExeTarFile Middleware |inserted PGE is returned.

erver

C4.1 Display PGE |EcDpAtin [DAAC Ops- |Command |The Universal Reference of the
UR sertExeTa | SSIT Line inserted PGE is displayed to the

rFile Operator SSIT Operator.
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3.8.9 Metadata Query for Current Dynamic Input Granules (Thread A)

This thread illustrates what happens when a dynamic granule is available from the Science Data
Server at a current time of operations.

3.8.9.1 Metadata Query for Current Dynamic Input Granules Interaction Diagram
- Domain View

Figure 3.8.9.1-1 depicts the Current Dynamic Granule Interaction - Domain View.

—F CCS Middleware

) HMI (GUI, Xterm, command)

—> fip

% email (or other as noted) D
Double line - Synchronous SS

---> email (or other as noted)
Dashed - Asynchronous

@— Socket
€—» Sybase CiLib A.3 Query for dynamic granule
JUPTTTT TP . A.4 Update DB query status
s Al Create. (if query status successful)
DAAC Production
Request
Ops PDPS DB

A.2 Compare DPR stop
time with current time

Figure 3.8.9.1-1. Metadata Query for Current Dynamic Granule
Interaction Diagram - Domain View
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3.8.9.2

Metadata Query for Current Dynamic Input Granules Interaction Table -
Domain View

Table 3.8.9.2-1 provides the Current Dynamic Granule Interaction - Domain View.

Table 3.8.9.2-1. Interaction Table - Domain View: Current Dynamic Granule

Step Event Interface Interface | Data Step Description
Client Provider | Issues | Precon
ditions

Al Create a DAAC Ops - | PLS None None The Production Planner creates
Production Production (PLANG) a Production Request.

Request Planner

A2 Compare PLS PLS None None The Data Processing Request
DPR stop (PLANG) (PLANG) (DPR) stop time must be less
time with than or equal to the current time
current time to proceed with this scenario. If

it is not, this case becomes a
Dynamic Granule Available in
the Future Thread (see next
Thread).

A3 Query for PLS DSS None None Send a request for the dynamic
dynamic (PLANG) (SDSRV) granule to the Science Data
granule Server based on metadata

conditions.

A4 Update DB PLS PDPS None None The Data Base (DB) is updated
query status | (PLANG) DB only if the dynamic granule

query was successful. If the
dynamic granule query was
unsuccessful, the DPR is
deleted from the DB and an
error message is written to the
Production Request Editor
ALOG.

3.8.9.3 Metadata Query for Current Dynamic Input Granules Component

Interaction Table - Domain View

Table 3.8.9.3-1 provides the Current Dynamic Granule Component Interaction.
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Table 3.8.9.3-1. Component Interaction Table: Current Dynamic Granule

Step Event Interface Interface | Interface Description
Client Provider Mech.

A.1.1 |Create a DAAC Ops - |EcPIPREd |GUI The Production Planner creates a
Production Production itor_IF Production Request by entering the
Request Planner start and stop times and clicking on

the “Save PR” button.

A.2.1 |Compare DPR |[EcPIPREdito |EcCPIPREd |None The Data Processing Request (DPR)
stop time with  |r_IF itor_IF stop time must be less than the current
current time time to proceed with this scenario.

A.3.1 |Query for EcPIPREdito |EcDsScie |CCS The request for the dynamic granule to
dynamic r_IF nceDataS |Middleware |the Science Data Server is based on
granule erver the metadata conditions.

A.4.1 |Update DB to EcPIPREdito |Sybase CtLib If the query for a dynamic granule was
indicate r IF ASE successful, the DB is updated.
success

A.4.2 |Delete granule |EcPIPREdito | Sybase CtLib If the query for a dynamic granule was
from DB r_IF ASE unsuccessful, the DPR is deleted.

3.8.10 Dynamic Granule Available in the Future Thread (Thread B)

This thread illustrates what happens when a dynamic granule is not currently available but
becomes available in the future from the Science Data Server.

3.8.10.1 Interaction Diagram - Domain View

Figure 3.8.10.1-1 depicts the Future Dynamic Granule Interaction - Domain View.

% CCS Middleware
- ) HMI (GUI, Xterm, command)
ftp

—>
% email (or other as noted)
Double line - Synchronous

---> email (or other as noted)
Dashed - Asynchronous

B.5 Query for granules @—» Socket
when the timer expires ¢ B Sybase Ctlib

B.1 Create a Production
. Request "***s..,

L2
. A

R

DAAC
Ops

B.3 Create and store the query timer

B.4 Periodically monitor query time

B.6 Update DB

B.2 Compare DPR stop time with the current time

Figure 3.8.10.1-1. Future Dynamic Granule Interaction - Domain View
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3.8.10.2 Future Dynamic Granule Interaction Table - Domain View

Table 3.8.10.2-1 provides the Future Dynamic Granule Interaction - Domain View.

Table 3.8.10.2-1. Interaction Table - Domain View: Dynamic Granule

Available in the Future

Step Event Interface | Interface Data Issues Step Description
Client Provider Preconditions

B.1 Create a DAAC Ops |PLS ESDTs must be |The Production |The Production
Production |- (PLANG) |installed. SSI&T |Request Editor |Planner creates a
Request Production must be must be up and |Production

Planner completed on the |running. The Request.
PGE. Input PDPS DB must
granules must be |be up and
available. running.

B.2 Compare PLS PLS None The Production |The Data
DPR stop |(PLANG) (PLANG) Request Editor | Processing
time with must be up and |Request (DPR)
current time running. The stop time must be

PDPS DB must |greater than the

be up and current time to

running. proceed with this
scenario.

B.3 Create and |PLS PDPS DB |None The PDPS DB | The query timer is
store query [(PLANG) must be up and |created and stored
timer running. in the Data Base

(DB) timer table.

B.4 Periodically [PLS PDPS DB [None The PDPS DB | The query timer in
monitor (PLANG) must be up and |the DB timer table
query timer running. is periodically

monitored.

B.5 Query for PLS DSS None None When the timer
granule (PLANG) (SDSRYV) expires, query for
when timer the granule based
expires on metadata

conditions.

B.6 Update DB |PLS PDPS DB |None The PDPS DB | The DB is updated

(PLANG) must be up and |only if a dynamic

running.

granule query was
successful. If the
dynamic granule
query was
unsuccessful, the
DPR is deleted
from the DB and an
error message is
written to the
Production
Request Editor
ALOG.
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3.8.10.3 Future Dynamic Granule Interaction Component Interaction Table -

Domain View

Table 3.8.10.3-1 provides the Future Dynamic Granule Component Interaction.

Table 3.8.10.3-1. Component Interaction Table: Dynamic Granule

Available in the Future

Step Event Interface | Interface | Interface Description
Client Provider Mech.

B.1.1 Create a DAAC Ops - |EcPIPRE |GUI The Production Planner creates a
Production | Production |ditor_IF Production Request.

Request Planner

B.2.1 Compare EcPIPREdito |EcPIPRE |None The Data Processing Request
DPR stop r_IF ditor_IF (DPR) stop time must be greater
time with than the current time to proceed
current time with this scenario.

B.3.1 Create and |EcPIPREdito |Sybase |CiLib The query timer is created and
store the r IF ASE stored in the Data Base (DB) timer
query timer table.

B.4.1 Periodically |EcPISubMgr |Sybase |CitLib The query timer in the DB timer
monitor ASE table is periodically monitored.
query timer Proceed when the timer expires.

B.5.1 Query for EcPISubMgr |EcDsScie |CCS When the timer expires, query for
granules nceData |Middleware |the granule based on metadata

Server conditions.

B.6.1 Update DB |EcPIPREdito |Sybase |CitLib If a dynamic granule query was
to indicate  [r_IF ASE successful, update the DB with
success fresh granule information.

B.6.2 Delete EcPIPREdito |Sybase |CitLib If the query for a dynamic granule
granule from |r_IF ASE was unsuccessful, the granule is
DB deleted from the DB.

B.6.3 Log error EcPIPREdito |EcCPIPRE |None If the query for a dynamic granule
message r IF ditor_IF was unsuccessful, an error

message is written to the
Production Request Editor ALOG.

3.8.11 Metadata Based Activation Thread

This thread illustrates the activation (run/no run) of a PGE job.
This thread applies to all instruments.

The following system functionality is exercised in this thread:

e The capability to make a run/no run decision based on information contained in the
granule metadata.
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Thread Preconditions

The following must be present in order to perform this thread: the Subscription Manager must be
running, the PDPS database must be up and running, ESDTs must be installed, SSI&T must be
completed on the PGE, PRs must have been entered, input granules must be available, and the
Planning Workbench must be up and running.

3.8.11.1 Metadata Based Activation Thread Interaction Diagram - Domain View

Figure 3.8.11.1-1 depicts the Metadata Based Activation Interaction - Domain View.

—3» CCS Middleware

) HMI (GUI, Xterm, command)
j PDPS DB

—>
% email (or other as noted)
Double line - Synchronous 4 Perform metadata check
____>
*—>
*~—>

1l

email (or other as noted) (While creating PGE job)
Dashed - Asynchronous
Socket 3 Store information about
Sybase CtLib data and metadata
PLS
—_—
2 Query for data ?
and metadata . 5 Release PGE job
1 Data receipt

o TELE (If metadata check succeeded)
notification

DSS -CSS DPS

Figure 3.8.11.1-1. Metadata Based Activation Interaction Diagram - Domain View

3.8.11.2 Metadata Based Activation Thread Interaction Table
Table 3.8.11.2-1 provides the Metadata Based Activation Interaction.
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Table 3.8.11.2-1.

Interaction Table - Domain View: Metadata Based Activation

Step| Event Interface | Interface Data Step Preconditions Description
Client Provider | Issues

1 Data CSS PLS The The Science Data A notification of the
receipt (SBSRV) [(PLANG) |Science |Server has notified data receipt is sent.
notification Data the Subscription

Server Server with an Event
must Trigger and PLS has
have made a subscription
received |on this event.

the data

in

guestion.

2 Query for |PLS DSS None SDSRV must be up | The data and the
dataand |(PLANG) |[(SDSRV) and running. Need accompanying
metadata data type, start, and | metadata are

stop time. requested from the
Science Data Server.

3 Store PLS PDPS DB [None The PDPS DB must | The information about
informatio | (PLANG) be up and running. the data and the
n about accompanying
data and metadata is stored in
metadata the PDPS DB.

4 Perform PLS PLS None None While creating the
metadata |(PLANG) |(PLANG) PGE job, a check is
values performed on the
check metadata values.

5 Release |PLS DPS None The PGE job is The PGE job is
PGE job |(PLANG) |(PRONG) released only if the released.

metadata values
check succeeded.

3.8.11.3 Metadata Based Activation Thread Component Interaction Table

Table 3.8.11.3-1 provides the Metadata Based Activation Component Interaction.

Table 3.8.11.3-1. Component Interaction Table: Metadata Based Activation (1 of 2)

Step Event Interface | Interface Interface Description
Client Provider Mech.
1.1 Data receipt | EcSbSub | EcPISub | CCS A notification of the data receipt
notification Server Mar Middleware | is sent.
2.1 Query for EcPISub | EcDsSci | CCS The data and the accompanying
data and Magr enceData | Middleware | metadata are requested from
metadata Server the Science Data Server.
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Table 3.8.11.3-1. Component Interaction Table: Metadata Based Activation (2 of 2)

Step Event Interface | Interface Interface Description
Client Provider Mech.

3.1 Store EcPISub | Sybase CtLib The information about the data
information Mgr ASE and the accompanying metadata
about data is stored in the PDPS DB.
and
metadata

4.1 Perform EcPISub | EcPISub | None While creating the PGE job, a
metadata Mgr Mgr check is performed on the
check metadata values. If the check

identifies errors, the job is not
released and error messages
are logged.

5.1 Release EcPISub | EcDpPrJ | CCS The PGE job is released.

PGE job Mgr obMgmt | Middleware

3.8.12a DPR Regeneration Thread

This thread illustrates reprocessing to replace a missing or damaged file. This is necessary when
an existing file has been corrupted or deleted. If that file is needed for shipping or as input for
additional processing, it must be recreated. This reprocessed file is created using the same input,
the same processing parameters, and the same algorithm as the original file.

This thread applies to all instruments.
Thread Preconditions

The PDPS database, the Production Request Editor, the Job Management Server, and AutoSys
must be up and running. Input granules must be available on the Science Data Server. The
Planning Workbench must be down.

3.8.12a.1 DPR Regeneration Thread Interaction Diagram - Domain View

Figure 3.8.12a.1-1 depicts the DPR Regeneration Interaction - Domain View.
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7 Prepare new version of output data
granules & generate DPRs

DPS

11 Place jobs in Autosys

Figure 3.8.12a.1-1. DPR Regeneration Interaction Diagram - Domain View

3.8.12a.2 DPR Regeneration Thread Interaction Table - Domain View

Table 3.8.12a.2-1 provides the Interaction - Domain View: DPR Regeneration.

Table 3.8.12a.2-1.

Interaction Table - Domain View: DPR Regeneration (1 of 2)

Step Event Interface Interface | Data Issues Step Description
Client Provider Preconditions

1 Initialize DAAC PLS None The Production | The Production

Regeneration | Ops - (PLANG) Request Editor | Planner initiates
Productio must be up and | Regeneration.
n Planner running.

2 Submit PLS Css None None Subscriptions that

subscription (PLANG) | (SBSRV) must be submitted
are submitted only
when necessary.

3 Retrieve PLS PDPS None The DB must All the data type
input data (PLANG) | DB be up and granules for the
granules running. selected input data

and time range must
be read.
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Table 3.8.12a.2-1. Interaction Table - Domain View: DPR Regeneration (2 of 2)

Step Event Interface Interface Data Issues Step Description
Client Provider Preconditions

4 Determine PLS PLS The None Data is predicted to
data to be (PLANG) (PLANG original substitute for data
predicted Production that is missing from

Request the PDPS DB. This
must be step does not
missing normally apply if a
data or routine Production
have Request (PR) has
updated been entered.
input data.

5 Write PLS PDPS DB | None The DB must Write missing
predicted (PLANG) be up and predicted data to the
data running. Data Base (DB), thus

filling in the blanks.

6 Query forup | PLS DSS None None Each query is based
to date input | (PLANG) (SDSRV) on a time range.
data as
necessary

7 Prepare new | PLS PLS None The DB must The predicted output
version of (PLANG) (PLANG) be up and data is written to the
output data running. DB.
granules and
generate
DPRs

8 Write DPR(s) | PLS PDPS DB | None The DB must The Data Processing

(PLANG) be up and Request or Data
running. Processing Requests
are written to the DB
normally.

9 Create and DAAC Ops | PLS The None The plan is created
activate plan | - (PLANG) Planning and activated

Production Workbench normally.
Planner must be
brought up.

10 Create a PLS DPS None CCs The DPR job for each
DPR job for | (PLANG) (PRONG) MIDDLEWARE | DPR is created
each DPR in must be up and | normally for those
the running. jobs in the
“reprocessing independent
queue” “reprocessing

queue.”

11 Place jobs in | DPS DPS None AutoSys must The jobs are placed
AutoSys (PRONG) (PRONG) be up and in AutoSys normally.

running.
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3.8.12a.3 DPR Regeneration Thread Component Interaction Table

Table 3.8.12a.3-1 provides the Component Interaction: DPR Regeneration.

Table 3.8.12a.3-1. Component Interaction Table: DPR Regeneration (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

11 Start DAAC Ops - | EcPIPREdit | GUI The Production Request Editor
Production Production or_IF is started normally.

Request Editor | Planner

1.2 Initiate request | DAAC Ops - | EcPIPREdit | GUI The Production Planner
for Production Production or_IF initiates the reprocessing
Request to be Planner request.
reprocessed

1.3 Change PR DAAC Ops - | EcPIPREdIit | GUI The Production Planner
type Production or_IF changes the Production

Planner Request (PR) type from
Routine to Regeneration.

14 Save DAAC Ops - | ECPIPRECdit | GUI The Production Planner saves
Production Production or_IF the Production Request under
Request Planner a new, unique name.

2.1 Submit EcPIPREdit | EcSbSubS | CCS Subscriptions are submitted
subscription or_IF erver Middleware only when necessary.

3.1 Retrieve input EcPIPREdit | Sybase CtLib All of the data type granules
data granules or_IF ASE for input data and time range

are read.

4.1 Determine data | EcCPIPREdit | Sybase CtLib This determination is based on
to be predicted | or_IF ASE the data missing from or

updated in the PDPS DB.

51 Write predicted | EcPIPREdit | Sybase CtLib The missing data is filled in
data or_IF ASE with predicted data.

6.1 Query forup to | EcPIPREdit | EcDsScien | CtLib These queries are based on a
date input data | or_IF ceDataSer time range.
as necessary ver

7.1 Inspect and EcPIPREdit | EcPIPREdIt | CtLib Each Science Data Server
match granules | or_IF or_IF granule is matched with a

PDPS DB granule.

7.2 Generate EcPIPREdit | EcPIPREdit | CtLib The DPR(s) are generated.
DPR(s) or_IF or_IF

8.1 Write output EcPIPREdit | Sybase CtLib The DPR(s) are written to the
granules and or_IF ASE DB.
generate
DPR(s)

9.1 Shut down DAAC Ops - | EcPIPREdIit | GUI The Production Planner shuts
Production Production or_IF down the Production Request
Request Editor | Planner Editor.

9.2 Start up DAAC Ops - | EcPIWb GUI The Production Planner starts
Planning Production up the Planning Workbench.
Workbench Planner
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Table 3.8.12a.3-1. Component Interaction Table: DPR Regeneration (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

9.3 Select DAAC Ops - | EcPIWDb GUI The Production Planner
Production Production selects a Production Request
Request and Planner and creates a plan.
create a plan

9.4 Activate the DAAC Ops - | EcPIWDb GUI The Production Planner
plan Production activates the plan.

Planner

10.1 | Create a DPR EcPIWb EcDpPrJob | CCS A Data Processing Request
job for each Mgmt MIDDLEWARE | (DPR) job is created for each
DPR in DPR in the independent
“reprocessing “reprocessing queue.”
queue”

11.1 | Jobs placedin | EcDpPrdob | AutoSys JIL (AutoSys The job can now be run in
AutoSys Mgmt API) AutoSys.

3.8.12b Reprocessing Thread

This thread illustrates reprocessing to improve an existing file. Reprocessing is performed when
the software or static inputs of the PGE have been improved by the instrument team. Then, this
new PGE is run over the same time periods and data sets as it previously had been run. There
are a number of reasons why a change in a PGE would require reprocessing to occur. These are
some examples:

An error is discovered in the software that must be corrected.

An improved algorithm is found based on an improved understanding of the instrument
or physical phenomena.

Static files, such as calibration data, need to be updated for several reasons including
compensation for instrument degradation.

Changes to software design that incorporate new or different ancillary data files are
required.

Changes to production rules are needed.
Changes to or additions of run time parameters are needed.

Changes to a lower level product necessitate the reprocessing of its higher level products.

This thread applies to all instruments.
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Thread Preconditions

The PDPS database, the Production Request Editor, the Job Management Server, and AutoSys
must be up and running. Input granules must be available on the Science Data Server.

The Planning Workbench must be down.

3.8.12b.1 Reprocessing Thread Interaction Diagram - Domain View

Figure 3.8.12b.1-1 depicts the Reprocessing Interaction - Domain View.

DPS
_““"‘--“ (SSIT)

1 Register updated PGE

&

DAAC
Ops 4.

Ll

3 Initiate reprocessing ~ © Query forupto

2 Update DB for PGE

ra,,

5 Retrieve input data granules

7 Write predicted output data as new
version /p

9 Write DPRs

= CCS Middleware 10 Create & ng:eesd:g? as
=== HMI (GUI, Xterm, command) activate plan y
ftp ‘s

—>
% email (or other as noted)

Double line - Synchronous
--->> email (or other as noted)
Dashed - Asynchronous

@— Socket
€—» Sybase CtLib

*
.
.
.
.
-

11 Create DPR job for each DPR in
an independent queue

R
DPS

4 Submit subscription
P 8 Prepare /O data and generate DPR

CSS

12 Place jobs in Autosys

Figure 3.8.12b.1-1. Reprocessing Interaction Diagram - Domain View
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3.8.12b.2 Reprocessing Thread Interaction Table - Domain View

Table 3.8.12b.2-1 provides the Interaction - Domain View: Reprocessing.

Table 3.8.12b.2-1. Interaction Table - Domain View: Reprocessing (1 of 2)

Step Event Interface Interface Data Step Description
Client Provider Issues Preconditions

1 Register DAAC Ops | DPS None The IT An improved Product
Updated - (SSIT) identifies an Generation
PGE Production improvement Executable (PGE) is

Planner and received from the
implements it. Instrument Team and
is registered at the
DAAC.

2 Update DB DPS PDPS None None Information regarding

for PGE (SSIT) DB the improved PGE is
stored in the
database.

3 Initiate DAAC Ops | PLS None The Production | The Production
Reprocessing | - (PLANG) Request Editor | Planner initiates

Production must be up and | reprocessing.
Planner running.

4 Submit PLS CSS None None Subscriptions are
subscription (PLANG) (SBSRV) submitted only when

necessary.

5 Retrieve PLS PDPS None The DB must All the data type
input data (PLANG) DB be up and granules for the
granules running. selected input data

and time range must
be read.

6 Query forup | PLS DSS None None Each query is based
to date data (PLANG) (SDSRV) on a time range.
as necessary

7 Write PLS PDPS None The DB must The predicted output
predicted (PLANG) DB be up and data is written to the
output data running. PDPS Data Base
as a new (DB).
version

8 Prepare 1/0 PLS PLS None None The I/O data is
data and (PLANG) (PLANG) prepared and the
generate Data Processing
DPR Request or Data

Processing Requests
are generated.

9 Write DPR(s) | PLS PDPS None The DB must The DPR(s) are

(PLANG) DB be up and written to the DB
running. normally.
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Table 3.8.12b.2-1. Interaction Table - Domain View: Reprocessing (2 of 2)

Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions
10 Create and DAAC PLS The None The plan is created
activate plan | Ops - (PLANG) | Planning and activated
Production Workbench normally.
Planner must be
brought up.

11 Create a PLS DPS None None The Data Processing
DPR job for (PLANG) (PRONG) Request (DPR) job
each DPR in for each DPR is
an created normally for
independent those jobs in the
queue independent

“"reprocessing"
queue.

12 Place jobs in | DPS DPS None AutoSys must | The jobs are placed
AutoSys (PRONG) | (PRONG) be up and in AutoSys normally.

running.

3.8.12b.3 Reprocessing Thread Component Interaction Table

Table 3.8.12b.3-1 provides the Component Interaction: Reprocessing.

Table 3.8.12b.3-1. Component Interaction Table: Reprocessing (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
1.1 Register DAAC Ops - | EcDpAtMgr | GUI An improved Product
updated PGE Production Generation Executable (PGE)
Planner is registered at the DAAC.
2.1 Update EcDpAtMgr | Sybase GUI The new information
database for ASE concerning the improved PGE
PGE is stored in the database.
3.1 Start DAAC Ops - | EcPIPREdit | GUI The Production Request Editor
Production Production or_IF is started normally.
Request Editor | Planner
3.2 Initiate request | DAAC Ops - | EcPIPREdit | GUI The Production Planner
for Production Production or_IF initiates the reprocessing
Request to be Planner request.
reprocessed
3.3 Change PR DAAC Ops - | EcPIPREdIit | GUI The Production Planner
type Production or_IF changes the Production
Planner Request (PR) type from
Routine to Reprocessing.
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Table 3.8.12b.3-1. Component Interaction Table: Reprocessing (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

3.4 Save DAAC Ops - | ECPIPREdit | GUI The Production Planner
Production Production or_IF saves the Production
Request Planner Request under a new,

unigue name.

4.1 Submit EcPIPREditor | EcSbSubS | CCS Subscriptions are submitted
subscription _IF erver Middleware only when necessary.

5.1 Retrieve input EcPIPREditor | Sybase CtLib All of the data type granules
data granules _IF ASE for input data and time range

are read.

6.1 Query forupto | EcPIPREditor | EcDsScien | CtLib These queries are based on
date data as _IF ceDataSer a time range.
necessary ver

7.1 Write predicted | EcPIPREditor | Sybase CtLib The missing data is filled in
outputdataas | _IF ASE with predicted data.
new version

8.1 Prepare I/O EcPIPREditor | ECPIPREdIt | CtLib The input/output data is
data _IF or_IF prepared.

9.1 Write DPR(s) EcPIPREditor | Sybase CtLib The Data Processing

_IF ASE Request or Data Processing
Requests are written to the
DB.

9.2 Generate EcPIPREditor | EcPIPREdIt | CtLib The DPR(s) are generated.
DPR(s) _IF or_IF

10.1 Shut down DAAC Ops - | EcPIPREdit | GUI The Production Planner
Production Production or_IF shuts down the Production
Request Editor | Planner Request Editor.

10.2 Start up DAAC Ops - | EcPIWb GUI The Production Planner
Planning Production starts up the Planning
Workbench Planner Workbench.

10.3 | Select DAAC Ops - | EcPIWb GUI The Production Planner
Production Production selects a Production
Request and Planner Request and creates a plan.
create a plan

10.4 | Activate the DAAC Ops - | EcPIWb GUI The Production Planner
plan Production activates the plan.

Planner

11.1 | Create a DPR EcPIWb EcDpPrJob | CCS A DPR job is created for
job for each Mgmt Middleware each DPR in the
DPRin an independent "reprocessing"
independent queue.
queue

12.1 | Place jobs in EcDpPrJobM | AutoSys JIL (AutoSys The job can now be run in
AutoSys gmt API) AutoSys.
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3.8.13 Delete DPR Thread
This thread illustrates the deletion of a DPR job.
This thread applies to all instruments.
The following system functionality is exercised in this thread:
e The capability to delete an existing DPR from either AutoSys or the PDPS database.
Thread Preconditions

The following must be present in order to perform this thread: the Production Request Editor
must be running, the PDPS database must be up and running, and the Job Management Server
must be up and running.

3.8.13.1 Delete DPR Thread Interaction Diagram - Domain View

Figure 3.8.13.1-1 depicts the Delete DPR Interaction - Domain View.

=3 CCS Middleware DAAC
""') HMI (GUI, Xterm, command) . ODs
—> fip P
% email (or other as noted) e )
Doubleline - Synchronous 1 Initiate DPR deletion process
-—-> email (or other as noted) 3 Select a Production Request
Dashed - Asynchronous 5 Select a DPR to be deleted
|®—» Socket :"
€—» Sybase CtLib
_ _ J— PLS —
2 Get I!st of available PRs 7 Delete DPR from Autosys
4 Get list of DPRs
6 Get current state of selected DPR \

8 Delete DPR from DB
DPS

Figure 3.8.13.1-1. Delete DPR Interaction Diagram - Domain View

3.8.13.2 Delete DPR Thread Interaction Table - Domain View
Table 3.8.13.2-1 provides the Interaction - Domain View: Delete DPR.
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Table 3.8.13.2-1.

Interaction Table - Domain View: Delete DPR

Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions

1 Initiate DPR DAAC Ops |PLS None The Production | The Production Planner
deletion - (PLANG) Request Editor initiates the deletion
process Production must be up and | process.

Planner running.

2 Get list of PLS PDPS DB [None The DB must be |The list of available

available PRs |(PLANG) up and running. | Production Requests (PRs)
is obtained from the PDPS
Data Base (DB).

3 Select a DAAC Ops |PLS The The Production | The Production Planner
Production - (PLANG) |affected Request Editor selects a specific
Request Production Production | must be up and | Production Request.

Planner Request | running.
must be
known.

4 Get list of PLS PDPS DB |None The DB must be |The list of Data Processing

DPRs (PLANG) up and running. | Requests (DPRs) for the
PR is obtained from the DB.
5 Select DPR(s) |DAAC Ops |PLS The The Production Single or multiple DPRs
to be deleted |- (PLANG) |DPR(s)to |Request Editor may be selected for
Production be deleted | must be up and | deletion.
Planner must be running.
known.

6 Get current PLS PDPS DB [None The DB must be | The current state of each
state of (PLANG) up and running. |DPR to be deleted must be
selected retrieved from the DB.
DPR(s)

7 Delete DPR(s) |PLS DPS None AutoSys must be |If a selected DPR is also in
from AutoSys |(PLANG) |(PRONG) up and running. | AutoSys, the DPR must be

deleted from AutoSys.

8 Delete DPR(s) |PLS PDPS DB |None The DB must be |The selected DPR(s) is
from PDPS (PLANG) up and running. | (are) deleted from the DB.
DB

3.8.13.3 Delete DPR Thread Component Interaction Table
Table 3.8.13.3-1 provides the Component Interaction: Delete DPR.
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Table 3.8.13.3-1. Component Interaction Table: Delete DPR

Step Event Interface | Interface Interface Description
Client Provider Mech.

1.1 Select DPR DAAC Ops | ECPIPRE | GUI The Production Planner selects the

list - ditor_IF Data Processing Request (DPR) list
Production tab from Production Request Editor
Planner main screen.

1.2 Select DAAC Ops | ECPIPRE | GUI The Production Planner clicks on the
Production - ditor_IF Production Request box arrow.
Request pull- | Production
down Planner

2.1 Get list of EcPIPREdi | Sybase CtLib The list of available Production
available PRs | tor_IF ASE Requests is retrieved from the Sybase

Data Base (DB).

3.1 Click on DAAC Ops | EcPIPRE | GUI The Production Planner selects a
chosen - ditor_IF Production Request from those
Production Production presented on the scrolled list.
Request Planner

3.2 Click on Filter | DAAC Ops | ECPIPRE | GUI The Production Planner clicks on the

- ditor_IF Filter button.
Production
Planner

4.1 Get list of EcPIPREdi | Sybase CtLib The list of DPRs related to the chosen
DPRs tor_IF ASE Production Request is retrieved from

the DB.

5.1 Click on Data | DAAC Ops | ECPIPRE | GUI The Production Planner selects Data
Processing - ditor_IF Processing Request(s) from the list
Request(s) Production presented.
from the list Planner
presented

5.2 Select Edit: DAAC Ops | ECPIPRE | GUI The Production Planner selects the
Delete - ditor_IF Delete option from the Edit pull-down

Production menu.
Planner

6.1 Get current EcPIPREdi | Sybase CiLib The current state of the selected
state of tor_IF ASE DPR(s) is retrieved from the DB.
DPR(s)

7.1 Delete EcPIPREdi | EcDpPrJ | JIL (AutoSys | If a DPR is in AutoSys, the DPR is
DPR(s) from | tor_IF obMgmt | API) deleted from AutoSys.

AutoSys

8.1 Delete EcPIPREdi | Sybase CtLib The DPR(s) is (are) deleted from the
DPR(s) from | tor_IF ASE DB.

PDPS DB

3-347

313-EMD-001, Rev. 01




3.8.14

Closest Granule Thread

3.8.14.1 Scenario Description

The Closest Granule Production Rule allows a PGE to request the nearest input granule from the
time specified in the Data Processing Request. PDPS searches either forward or backward in
matches the request. Note: there is a limit to the number of
queries that can be performed. This information (along with the period length of the query) is set

time until it finds a granule that

by the user during SSIT.

This scenario applies to all instruments.

The following system functionality is exercised in this scenario:

Scenario Preconditions

The PDPS database, the Production Request Editor, the Job Management Server, AutoSys, and
the Planning Workbench must be up and running. Input granules must be available on the

Science Data Server.

The capability to process a DPR by searching for the data closest in time.

Figure 3.8.14.1-1 shows the Closest Granule Interaction — Domain View.

DAAC
Ops

DSS

ll.....

3 Query for each input data type

", 6Queryfordatausingnewtimerange | PDPS DB

CCS Middleware

HMI (GUI, Xterm, command)
ftp

email (or other as noted)
Doubleline- Synchronous

email (or other as noted)
Dashed - Asynchronous

Socket
Sybase CtLib

1 Initiate PR generation
9 Create & activate plan

4 Read closest granule
direction query time
delta and max number of tries
o

8 Write DPRs

.
.
.
[
.

10 Create DPR job for each DPR

2 Submit subscription

v

N

DPS

5 Extend query time range using
query time delta

7 Prepare granules & generate DPR

11 Place jobs in Autosys

Figure 3.8.14.1-1. Closest Granule Interaction Diagram - Domain View
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3.8.14.2

Interaction Table - Domain View

Table 3.8.14.2-1 provides the Interaction — Domain View: Closest Granule.

Table 3.8.14.2-1. Interaction Table - Domain View: Closest Granule (1 of 2)

Step Interaction Interface | Interface | Datalssues | Preconditions Description
Client Provider
1 Initialize PR DAAC Ops | PLS The original The Production | The Production
generation - (PLANG) | Production Request Editor | Planner initiates
Production Request must be up and | Production Request
Planner must be running. (PR) generation.
known and
accessible.

2 Submit PLS CSS Input None Subscriptions must

subscription (PLANG) (SBSRV) | granules be submitted
must be individually for each
available. data type.

3 Query for PLS DSS None None Each query is based
each input (PLANG) (SDSRYV) on a time range.
data type

4 Read closest | PLS PDPS None The DB must Read the closest
granule query | (PLANG) DB be up and granule direction,
direction, running. time delta (length of
time delta each search time)
and and the maximum
maximum number of searches.
number of
tries

5 Extend time PLS PLS None The Production | Prepare the query
query range (PLANG) (PLANG) Request Editor | for the closest
using query must be up and | granule.
time delta running.

6 Query for PLS DSS None None Repeat steps 6 and
data using (PLANG) (SDSRV) 7 if no data is
new time returned until the
range maximum number of

queries has been
performed. Stop
here if no data is
found after the
maximum number of
tries has been met.

7 Prepare PLS PLS None CCS Match each Science
granules and | (PLANG) (PLANG) MIDDLEWARE | Data Server granule
generate must be up and | with a PDPS Data
DPR running. Base (DB) granule

and then resume
normal processing.

3-349

313-EMD-001, Rev. 01




Table 3.8.14.2-1. Interaction Table - Domain View: Closest Granule (2 of 2)

Step Interaction Interface Interface | Data lssues | Preconditions Description
Client Provider
8 Write DPR(s) | PLS PDPS DB | None The DB must The Data
(PLANG) be up and Processing
running. Request or Data
Processing
Requests are
written to the DB
normally.
9 Create and DAAC Ops | PLS None The Planning The plan is
activate plan | - (PLANG) Workbench created and
Production must be up and | activated normally.
Planner running.
10 Create a PLS DPS None CCs The Job
DPR job for (PLANG) (PRONG) MIDDLEWARE | Management
each DPR must be up and | creates DPR jobs.
running.
11 Place jobs in | DPS DPS None AutoSys must The jobs are
AutoSys (PRONG) (PRONG) be up and released into
running. AutoSys and
appear in the
AutoSys Jobscape
GUI.

3.8.14.3 Closest Granule Component Interaction Table

Table 3.8.14.3-1 provides the Component Interaction: Closest Granule

Table 3.8.14.3-1. Component Interaction Table: Closest Granule (1 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.
1.1 Start Production DAAC Ops — | EcPIPREditor | GUI The Production Request Editor
Request Editor Production _IF is started normally.
Planner
1.2 Initiate request DAAC Ops — | EcPIPREditor | GUI The Production Planner
for Production Production _IF initiates the processing
Request to be Planner request.
reprocessed
1.3 Save Production DAAC Ops — | EcPIPREditor | GUI The Production Planner saves
Request Production _IF the Production Request under
Planner a new, unique name.
21 Submit EcPIPREditor | EcSbSubSer | CCS The subscriptions are
subscription _IF ver Middleware | submitted for each data type
individually.
3.1 Query for each EcPIPREditor | EcDsScience | CtLib Each query is based on a time
input data type _IF DataServer range.
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Table 3.8.14.3-1.

Component Interaction Table: Closest Granule (2 of 2)

Step Event Interface Interface Interface Description
Client Provider Mech.

4.1 Read closest EcPIPREditor | Sybase ASE | CtLib Read the closest granule
granule direction, | _IF direction, time delta (the length
query time delta of time that the search goes
and maximum backward or forward each try)
number of tries and the maximum number of

searches.

51 Extend time EcPIPREditor | EcPIPREditor | CtLib Prepare the query for the
query range _IF _IF closest granule.
using query time
delta

6.1 Query for data EcPIPREditor | EcDsScience | CtLib Repeat steps 6.1 and 7.1 if no
using new time _IF DataServer data is returned until the
range maximum number of queries

has been performed. Stop
here if no data is found after
the maximum number of tries
has been met.

7.1 Inspect and EcPIPREditor | EcPIPREditor | CtLib Each Science Data Server
match granules | _IF _IF granule is matched with a

PDPS Data Base (DB)
granule.

7.2 Generate DPR(s) | EcPIPREditor | EcPIPREditor | CtLib The Data Processing Request

_IF _IF or Data Processing Requests
(DPR(s)) are generated.

8.1 Write DPR(s) to EcPIPREditor | Sybase ASE | CtLib The DPR(s) are written to the
DB _IF DB.

9.1 Shut down DAAC Ops — | EcPIPREditor | GUI The Production Planner shuts
Production Production _IF down the Production Request
Request Editor Planner Editor.

9.2 Start up Planning | DAAC Ops - | EcPIWb GUI The Production Planner starts
Workbench Production up the Planning Workbench.

Planner

9.3 Select Production | DAAC Ops - | EcPIWb GUI The Production Planner
Request and Production selects a Production Request
create a plan Planner and creates a plan.

9.4 Activate the plan | DAAC Ops - | EcPIWb GUI The Production Planner

Production activates the plan.
Planner

10.1 Create a DPR job | EcPIWb EcDpPrJobM | CCS A DPR job is created for each
for each DPR gmt Middleware | DPR.

111 Jobs placed in EcDpPrJobM | AutoSys JIiL The job can now be run in
AutoSys gmt (AutoSys AutoSys.

API)
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3.9 EDOS/FDD/EMOS Interfaces Scenario

3.9.1

EDOS/FDD/EMOS Interfaces Scenario Description

This scenario illustrates the capability to process orbit, attitude, and ephemeris data into toolkit
native format and HDF.

This scenario applies to all instruments.

The following system functionality is exercised in this scenario:

3.9.2

Capability to process Terra EDOS Level 0 ancillary data (Thread A).
Capability to process Aqua FDD Definitive and Predictive Ephemeris data (Thread E).

Capability to process FDD (Flight Dynamics Division) Terra attitude data and Aqua
attitude data (Thread B).

Capability to produce data to fill significant gap(s) in ECS processed EDOS Level 0
ancillary data (Thread C). Note this is done for the Terra satellite data and not for the
Aqua satellite data.

Capability to process EMOS-supplied Aqua GBAD (Ground-Based Attitude
Determination Data) in the form of carry out files (Thread F).

EDOS/FDD/EMOS Interfaces Scenario Preconditions

The input data must be available for EDOS to transfer to a disk area for Ingest to read in the
corresponding form. The following ESDTs have been inserted into the ECS:

AM1ANC (Terra Ancillary APID04)

AMI1ATTNO (Preprocessed Terra Platform Attitude Data from LO in native format)
AMI1ATTHO (Preprocessed Terra Platform Attitude Data from LO in HDF format)
AMI1EPHNO (Preprocessed Terra Platform Ephemeris Data from LO in native format)
AMI1EPHHO (Preprocessed Terra Platform Ephemeris Data from LO in HDF format)
AMI1ATTF (Definitive Attitude Data from Terra ingested from the FDD)
AMI1ATTNEF (Preprocessed Terra Platform Attitude Data from FDD in native format)
AMI1ATTHEF (Preprocessed Terra Platform Attitude Data from FDD in HDF format)
AMI1EPHF (Repaired Ephemeris Data from FDD)

PM1EPHD (Aqua Ancillary data — FDD Definitive Ephemeris Data for EOS Aqua)

PM1EPHND (Preprocessed Aqua Platform Definitive Ephemeris Data from FDD in
native Format)
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3.9.3

PM1EPHHD (Preprocessed Aqua Platform Definitive Ephemeris Data from FDD in HDF
Format)

PM1ATTNR (Preprocessed Aqua Platform Refined Attitude Data in native format)
PM1ATTHR (Preprocessed Aqua Platform Refined Attitude Data in HDF format)
PMCOGBAD (Aqua GBAD attitude data in carry-out file format)

AUREPHMF (Preprocessed Aura Platform Definitive Ephemeris Data from FDD in HDF
format)

AUREPHMH (Preprocessed Aura Platform Refined Ephemeris Data in HDF format)
AUREPHMN (Preprocessed Aura Platform Refined Ephemeris Data in native format)
AUCOGBAD (Aura GBAD attitude data in carry-out file format)

AURATTH (Preprocessed Aura Platform Refined Attitude Data in HDF format)
AURATTN (Preprocessed Aura Platform Refined Attitude Data in native format)

EDOS/FDD Interfaces Scenario Partitions

This scenario has been partitioned into the following threads:

Terra Threads:

EDOS Level 0 Ancillary Data (Thread A) - This thread illustrates the acquisition and
processing of EDOS-supplied Level 0 Ancillary data to toolkit native format and HDF.
Gaps up to approximately 60 seconds in ephemeris data are filled in using the
interpolation algorithms provided by the FDD (see Section 3.9.4).

Definitive Attitude Data (Thread B) - This thread illustrates the acquisition and
processing of FDD-supplied definitive attitude data to toolkit native format and (see
Section 3.9.5).

FDD Repaired Ephemeris Data (Thread C) — This thread illustrates the request,
acquisition, and processing of FDD repaired ephemeris data to fill an existing gap of > 60
seconds in the EDOS Terra ephemeris data (AM1EPHNO and AM1EPHHO) produced in
Thread A. See Section 3.9.6 for Thread C.

Aqua Threads:

Aqua FDD Ephemeris Data Processing (Thread E) — This thread illustrates the
acquisition and processing of FDD-supplied definitive ephemeris data to toolkit native
format and HDF. Data is provided as files with one day of definitive data. Definitive orbit
data is expected to arrive up to 36 hours after the day in the file. There is no data repair
done for the Aqua mission. No requests for replacement data are made for Aqua. See
Section 3.9.8 for Thread E.
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e Aqua Refined Attitude Processing (Thread F) — This thread illustrates the acquisition and
processing of EMOS-supplied definitive attitude data (in carry-out file format) to toolkit
native format and HDF. The Aqua Attitude PGE uses the same EMOS-supplied attitude
carry-out file and the definitive ephemeris data produced by the Aqua FDD Ephemeris
Data Processing sequence to produce refined (definitive) attitude data. Each carry-out file
contains 2 hours of data. The first 2-hour file of the day is expected to arrive 8 to 10
hours after the start of the current day. See section 3.9.9 for Thread F.

Aura Threads:

e Aura FDD Ephemeris Data Processing (Thread G) — This thread illustrates the acquisition
and processing of FDD-supplied definitive ephemeris data to toolkit native format and
HDF. Data is provided as files with one day of definitive data. Definitive orbit data is
expected to arrive up to 36 hours after the day in the file. There is no data repair done for
the Aura mission. No requests for replacement data are made for Aura. See Section
3.9.10 for Thread G.

e Aura Refined Attitude Processing (Thread H) — This thread illustrates the acquisition and
processing of EMOS-supplied definitive attitude data (in carry-out file format) to toolkit
native format and HDF. The Aura Attitude PGE uses the same EMOS-supplied attitude
carry-out file and the definitive ephemeris data produced by the Aura FDD Ephemeris
Data Processing sequence to produce refined (definitive) attitude data. Each carry-out file
contains 2 hours of data. The first 2-hour file of the day is expected to arrive 8 to 10
hours after the start of the current day. See section 3.9.11 for Thread H.

3.9.4 Terra EDOS Level 0 Ancillary Data Thread

The thread shows the processing of Terra LO Ancillary data from EDOS. The Ancillary data
contains both ephemeris data and attitude data. This attitude data is utilized as the primary
attitude data source for Terra.

Thread Preconditions

The following must be present in order to perform this thread: the Science Data Server has
installed the ESDTs. The PGE has been registered by the SSIT Manager with the PDPS
database. The Production Planner has created a Production Request (PR), and created and
scheduled a plan.

3.9.4.1 Terra EDOS Level 0 Ancillary Data Interaction Diagram - Domain View

Figure 3.9.4.1-1 depicts the Terra EDOS Level 0 Ancillary Data Interaction - Domain View.
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A.2 EDOS copies file

<\A_.1 Polling directory (with Delivery Record)
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— CCS Middleware
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AM1ANC) «=+«  HMI (GUI, Xterm, command)

ftp
DSS \

—>
% email (or other as noted)
Double line - Synchronous
__.._>
A.8 Acquire data e ’
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A.11 Insert data
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AM1ATTHO
AMI1EPHNO
53 AM1EPHHO)

Sybase CtLib

A.6 Notification DPS

/ A.10 Process EDOS level zero data

A.7 Release jobs
PLS |—— :

Figure 3.9.4.1-1. Terra EDOS Level 0 Ancillary Data Interaction - Domain View

3.9.4.2 Terra EDOS Level 0 Ancillary Data Interaction Table - Domain View

See Table 3.9.4.2-1 for the Terra EDOS L0 Ancillary Data Interaction - Domain View.
Table 3.9.4.2-1. Interaction Table - Domain View: Terra EDOS LO Ancillary Data

(1 of 3)
Step Event Interface | Interface Data Step Description
Client Provider Issues | Preconditions
Al Polling directory |INS Ingest None Entire step is a | When the system is
(INGST) directory precondition started, Ingest begins

polling a directory,
looking for files that
meet the following
standard: *.PDR.XFR
in the pre-configured
directory.
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Table 3.9.4.2-1. Interaction Table - Domain View:

Terra EDOS LO Ancillary Data

(2 of 3)
Step Event Interface | Interface Data Step Description
Client Provider Issues |Preconditions
A.2 EDOS copies file |EDOS Ingest None EDOS knows |EDOS copies Ancillary
directory the host and Packets to a local disk
directory for on the Ingest host for
file placement. |Ingest access.
A3 Detect and Read |INS Directory |None None Ingest Polling detects
Data (INGST) data in the directory and
reads the data.
A4 Request Data INS DSS None EDOS level 0 |Archive newly received
Insert (INGST) (SDSRYV) ephemeris EDOS Ancillary Packets
data for ESDTAM1ANC.
A5 Trigger insert DSS CSss None None Trigger the EDOS
event (SDSRV) (SBSRV) Ancillary Packets insert
event.
A.6 Notification CSS PLS None PLS Send direct notification
(SBSRV) (PLANG) subscription to the PLS to inform that
for EDOS level |there are newly inserted
0 ephemeris | Ancillary Packets.
data
A7 Release job PLS DPS None None The PLS releases a job
(PLANG) (PRONG) to process EDOS level
0 data.
A.8 Acquire data DPS DSS The input | None The DPS submits an
(PRONG) |(SDSRV) |data must "acquire" request for the
have been EDOS Ancillary Packets
received. that were inserted in
step A.5.
A9 Acquire MCFs DPS DSS None None Metadata Configuration
(PRONG) |(SDSRV) Files, one for each data
type to be produced,
are acquired from the
Science Data Server.
A.10 |Process EDOS |DPS DPS None None Toolkit native format
Level O data (PRONG) |(PRONG) and HDF Level 0
ephemeris data and
metadata files are
generated. Gaps up to
60 seconds are filled in
using an interpolation
algorithm provided by
the Flight Dynamics
Division (FDD — GSFC
code 550).
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Table 3.9.4.2-1. Interaction Table - Domain View: Terra EDOS LO Ancillary Data

(3 of 3)
Step Event Interface Interface Data Step Description
Client Provider Issues | Preconditions
A.11 |Request Data DPS DSS None None The toolkit native
Insert (PRONG) |[(SDSRYV) format and HDF output

files are archived.
These cover ESDTs
AMI1ATTNO,
AMI1ATTHO,
AM1EPHNO, and
AM1EPHHO.

3.9.4.3 Terra EDOS Level 0 Ancillary Data Component Interaction Table
See Table 3.9.4.3-1 for the Terra EDOS L0 Ancillary Data Component Interaction.

Table 3.9.4.3-1. Component Interaction Table: Terra EDOS LO Ancillary Data

(1 of 3)
Step Event Interface Interface Interface Description
Client Provider Mech.
Al1l Polling EcIinPolling | Directory Ftp When the system is started, Ingest
directory begins polling a directory, looking for
files that meet the following standard:
* PDR.XFR in the pre-configured
directory. The polling periodicity is
determined from a configuration file. The
mask of the file to look for is determined
from the Notify Type of the data provider
in the Ingest database. A Checksum
Percentage value will be added to the
configuration file based on data provider.
A21 EDOS EDOS EcinPolling | Ftp EDOS copies Ancillary Packets to a local
copies file disk on the Ingest host for Ingest access.
A3.1 Polling EcinPolling | Directory Ftp Ingest Polling detects files matching the
Detects * PDR mask.
Files
A.3.2 Ingest EcinPolling | EclnRegM | CCS The Polling Ingest process packages the
Request ar Middleware | Product Delivery Record (PDR)
information into an Ingest Request.
A checksum verification flag will also be
send to Request Manager.
A.3.3 Ingest EcinRegqM | EcInGran CCs The Ingest Request Manager packages
Granules or Middleware | the request and a checksum verification flag
into granules and sends them to the
appropriate Ingest Granule Server.
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Table 3.9.4.3-1. Component Interaction Table: Terra EDOS LO Ancillary Data
(2 of 3)
Step Event Interface | Interface Interface Description
Client Provider Mech.
A4l Connectto | EcInGran | EcDsScie | CCS Ingest begins a session with the
SDSRV nceDataS | Middleware | Science Data Server by connecting.
erver The correct Science Data Server is
determined during Ingest Request
Manager startup from a configuration
file. This is pertinent if there are
multiple Science Data Servers in use
at one DAAC in one mode.

A4.2 Request EcinGran | EcDsScie | CCS Ingest requests the metadata
Metadata nceDataS | Middleware | configuration file (MCF) for the data
Configurati erver being inserted. The data types being
on File inserted are derived from the *.PDR

file. Ingest performs preprocessing
(current number of files for data type,
metadata extraction, etc.)

A4.3 Validate EcinGran | EcDsScie | CCS After building a metadata file for the
Metadata nceDataS | Middleware | granule, Ingest asks the Science Data

erver Server to validate the metadata,
based on the granule’s data type.

Ad.A4 Request EcInGran | EcDsScie | CCS Archive newly received EDOS
Data Insert nceDataS | Middleware | Ancillary Packets for ESDT AM1ANC.

erver

A5.1 Trigger EcDsScie | EcSbSub | CCS Trigger an EDOS Ancillary Packets
insert event | nceDataS | Server Middleware | insert event.

erver
A6.1 Notification | EcSbSub | EcPISubM | CCS Send direct notification to the PLS to
Server ar Middleware | inform there are newly inserted
(Message Ancillary Packets.
Passing
Mechanism)

AT7.1 Release EcPIWb EcDpPrJo | CCS The PLS releases a job to process
job bMgmt Middleware | the EDOS level 0 data.

A.8.1 Acquire EcDpPre | EcDsScie | CCS A request is sent to obtain the data,
data M nceDataS | Middleware | which was inserted into the Science

erver Data Server.

A9.1 Acquire EcDpPrE | EcDsScie | CCS Metadata Configuration Files, one for
MCFs M nceDataS | Middleware | each data type to be produced, are

erver acquired from the Science Data
Server.
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Table 3.9.4.3-1.

Component Interaction Table: Terra EDOS LO Ancillary Data

(3 of 3)
Step Event Interface Interface Interface Description
Client Provider Mech.

A.10.1 Process EcDpPremMm EcDpPrA None Toolkit native format Level 0
EDOS mlEdosE ephemeris data and metadata
Level O phAttDPR files are generated. Gaps up to
ephemeris EP_PGE 60 seconds are filled in using an
data into interpolation algorithm provided
toolkit by the Flight Dynamics Division
native (FDD).
format

A.10.2 Process EcDpPremM EcDpPrA None HDF Level 0 ephemeris data and
EDOS mlEdosE metadata files are generated.
Level O phAttDPR Gaps up to 60 seconds are filled
ephemeris EP_PGE in using an interpolation algorithm
data into provided by the FDD.
HDF

A11.1 | Insert EcDpPremM EcDsScie | CCS The toolkit native format output
toolkit nceDataS | Middleware files are stored — ESDTs
native erver AM1ATTNO and AM1EPHNO.
format
EDOS
Level O
ephemeris
data

A.11.2 | Insert HDF | EcDpPreM EcDsScie | CCS The HDF output files are stored —
EDOS nceDataS | Middleware ESDTs AM1ATTHO
Level O erver andAM1EPHHO.
ephemeris
data

3.9.5 Terra Definitive Attitude Data Thread

This thread illustrates the acquisition and processing of Terra definitive attitude data to toolkit
native format and HDF. The definitive attitude data is supplied by FDD for Terra and is used as
a backup attitude source (to EDOS-supplied Level 0 attitude) for Terra.

Thread Preconditions

The following must be present in order to perform this thread: the Science Data Server has
The PGE has been registered by the SSIT Manager with the PDPS
The Production Planner has created a Production Request (PR), and created and
scheduled a plan.

installed the ESDTSs.
database.

3.9.5.1 Terra Definitive Attitude Data Thread - Domain View
See Figure 3.9.5.1-1 for the Terra Definitive Attitude Data diagram.
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Figure 3.9.5.1-1. Terra Definitive Attitude Data Diagram

3.9.5.2 Terra Definitive Attitude Data Thread Interaction Table - Domain View

See Table 3.9.5.2-1 for the Terra Definitive Attitude Data Interaction.

Table 3.9.5.2-1. Interaction Table - Domain View: Terra Definitive Attitude Data

(1 of 3)
Step Event Interface | Interface Data Step Description
Client Provider Issues | Precon
ditions
B.1 Polling INS Ingest None Entire When the system is started,
directory (INGST) directory step is a | Ingest begins polling a directory
precondi | at a given location and name for
tion Definitive Attitude data. This is

polling without Delivery Record.
Thus, Ingest formulates a
Delivery Record internally.

3-360

313-EMD-001, Rev. 01



Table 3.9.5.2-1. Interaction Table - Domain View: Terra Definitive Attitude Data

(2 of 3)
Step Event Interface | Interface Data Step Description
Client Provider Issues | Preconditio
ns

B.2 Copy file FDD Ingest None FDD knows | The Flight Dynamics Division (FDD)
(FDD for directory the host and | copies Definitive Attitude files every 2
Terra) directory for | hours to a local disk on the FDD host

file for Ingest access. The source of the
placement FDD data is EDOS via the EDOS
Operations Center (EOC).

B.3 Detectand | INS Directory None None Ingest Polling detects data in the
Read Data | (INGST) directory and reads the data.

B.4 Create INS DSS None None After Ingest detects files and packages
Staging (INGST) (SDSRV) into granules, Ingest interfaces with
Disk & the DSS to create an Ingest staging
Transfer disk and transfers the files to this
Files (FDD staging disk.
data only)

B.5 Request INS DSS None Definitive Ingest inserts the Definitive Attitude
Data Insert | (INGST) (SDSRV) Attitude data into the Science Data Server for

data ESDT AM1ATTF.

B.6 Trigger DSS CSS None None The Science Data Server triggers a
insert event | (SDSRV) | (SBSRV) Definitive Attitude data insert event.

B.7 Notification | CSS PLS None PLS Send direct notification to the PLS to

(SBSRV) (PLANG) subscription | inform there is newly inserted
for Definitive Attitude data.
Definitive
Attitude
data

B.8 Release PLS DPS None None The PLS releases a job to process
job (PLANG) (PRONG) Definitive Attitude data.

B.9 Acquire DPS DSS The input | None The DPS submits an acquire request
data (PRONG) | (SDSRV) | data for the Definitive Attitude data that was

must inserted in step B.5.
have

been

received.

B.10 | Acquire DPS DSS None None Metadata Configuration Files, one for
MCFs (PRONG) | (SDSRV) each data type to be produced, are

acquired from the Science Data
Server.

B.11 | Process DPS DPS None None Toolkit native format and HDF
Definitive (PRONG) | (PRONG) Definitive Attitude data and metadata
Attitude files are generated.
data
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Table 3.9.5.2-1. Interaction Table - Domain View: Terra Definitive Attitude Data

(3 of 3)
Step Event Interface | Interface Data Step Description
Client Provider Issues | Preconditio
ns
B.12 | Insert Data | DPS DSS None None The toolkit native format and HDF
(PRONG) | (SDSRV) output files are archived for ESDTs
AMIATTNF and AM1ATTHF.

3.9.5.3 Terra Definitive Attitude Data Thread Component Interaction Table

See Table 3.9.5.3-1 for the Terra Definitive Attitude Data Component Interaction.

Table 3.9.5.3-1. Component Interaction Table: Terra Definitive Attitude Data

(1 of 4)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.1.1

Polling directory

EcinPolling

Polling
Directory

Ftp

When the system is started,
Ingest begins polling a directory
at a given location and name
for Definitive Attitude data. This
is polling without Delivery
Record. Thus, Ingest
formulates a Delivery Record
internally.

B.2.1

Copy file

FDD

EcinPolli
ng

Ftp

The Flight Dynamics Division
(FDD) copies their Definitive
Attitude files every 2 hours to a
local disk on the FDD host for
Ingest access. The source of
the FDD data is EDOS via the
EOS Operations Center (EOC).

B.3.1

Polling Detects
Files

EcinPolling

Directory

Ftp

Ingest Polling detects files.
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Table 3.9.5.3-1. Component Interaction Table: Terra Definitive Attitude Data

(2 of 4)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

B.3.2

Ingest Request

EcinPolling

EcinRegMgr

CCs
Middleware

The Polling Ingest process
packages the data files into a
PDR, which is sent to the
Ingest Request Manager.

B.3.3

Ingest Granules

EcinRegMgr

EcIinGran

CCs
Middleware

The Ingest Request Manager
packages the request into
granules and sends them to
the appropriate Ingest
Granule Server.

B.4.1

Create Staging
Disk

EclnGran

EcDsStReq
uestManage
rServer

CCs
Middleware

Ingest creates staging disk
areas. The correct staging
disk server is determined
from the Ingest Database.
The amount of staging disk
area to request is determined
from the *.PDR file.

B.4.2

Allocate Media
Resource

EclnGran

EcDsStReq
uestManage
rServer

CCs
Middleware

Ingest now creates the
Resource manager for its
FTP Server via a Resource
Manager Factory. Ingest
knows that this request is via
Ftp from a database lookup,
keyed on the data provider.
The correct resource
manager is determined from
the Media Type handed to the
resource factory (IngestFtp, in
this case). The correct
IngestFtp Server resource is
determined from a
configuration within the Ingest
Database.

B.4.3

Ftp Get files

EclnGran

EcDsStReq
uestManage
rServer

CCs
Middleware

Ingest directs the FTP Server
to get the files from the host
and location, as indicated in
the *.PDR file, placing them
on the staging disk.
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Table 3.9.5.3-1. Component Interaction Table: Terra Definitive Attitude Data

(3 of 4)
Step Event Interface Interface Interface Description
Client Provider Mech.
B.5.1 | Connectto EcInGran EcDsSci | CCS Ingest begins a session with
SDSRV enceData | Middleware | the Science Data Server by
Server connecting. The correct
Science Data Server is
determined during Ingest
Request Manager startup from
a configuration file. This is
pertinent if there are multiple
Science Data Servers in use at
one DAAC in one mode.
B.5.2 Request Metadata | EcInGran EcDsSci | CCS Ingest requests the metadata
Configuration File enceData | Middleware | configuration file (MCF) for the
Server data being inserted. The data
types being inserted are
derived from the *.PDR file.
Ingest performs preprocessing
(current number of files for
data type, metadata extraction,
etc.)
B.5.3 | Validate Metadata | EcInGran EcDsSci | CCS After building a metadata file
enceData | Middleware | for the granule, Ingest asks the
Server Science Data Server to
validate the metadata, based
on the granule’s data type.
B.5.4 | Request Data EcInGran EcDsSci | CCS Archive newly received
Insert enceData | Middleware | Definitive Attitude data for
Server ESDT AM1ATTF for Terra.
B.6.1 Trigger insert EcDsScienc | EcSbSub | CCS The Science Data Server
event eDataServer | Server Middleware | triggers a Definitive Attitude
data insert event.
B.7.1 | Notification EcSbSubSe | EcPISub | CCS Send direct notification to the
rver Magr Middleware | PLS to inform there is newly
(Message received Definitive Attitude
Passing data.
Mechanism)
B.8.1 | Release job EcPIWb EcDpPrJ | CCS The PLS releases a job to
obMgmt | Middleware | process Definitive Attitude
data.
B.9.1 | Acquire data EcDpPrem EcDsSci | CCS A request is sent to obtain the
enceData | Middleware | data, which was inserted into
Server the Science Data Server.
B.10.1 | Acquire MCFs EcDpPrem EcDsSci | CCS Metadata Configuration Files,
enceData | Middleware | one for each data type to be
Server produced, are acquired from

the Science Data Server.
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Table 3.9.5.3-1. Component Interaction Table: Terra Definitive Attitude Data

(4 of 4)
Step Event Interface Interface | Interface Description
Client Provider Mech.

B.11.1 | Process Definitive EcDpPremM EcDpPrA | None Toolkit native format
Attitude data into m1FddAt Definitive Attitude data and
toolkit native format titudeDP metadata files are

REP_PG generated.
E

B.11.2 | Process Definitive EcDpPremM EcDpPrA | None HDF Definitive Attitude data
Attitude data into m1FddAt and metadata files are
HDF titudeDP generated.

REP_PG
E

B.12.1 | Insert toolkit native | EcDpPrEM EcDsSci | CCS The toolkit native format
format Definitive enceData | Middleware | output files are stored for
Attitude data Server ESDT AM1ATTNF.

B.12.2 | Insert HDF EcDpPremMm EcDsSci | CCS The HDF output files are
Definitive Attitude enceData | Middleware | stored for ESDT
data Server AM1ATTHF.

3.9.6 Terra FDD Repaired Ephemeris Data Thread

This thread illustrates the acquisition and processing of Terra FDD-supplied repaired ephemeris
data to toolkit native format and HDF. This only applies to the Terra satellite.

Thread Preconditions

The following must be present in order to perform this thread: Thread A has created
AMI1EPHHO and AM1EPHNO granules with gaps of greater than 60 seconds. That data has
been archived. The archiving of that data has triggered an insert event to the Subscription
Server. The Science Data Server has installed the ESDTs. The PGE has been registered by the
SSIT Manager with the PDPS database.

3.9.6.1 Terra FDD Repaired Ephemeris Data Thread - Domain View
See Figure 3.9.6.1-1 for the Terra FDD Repaired Ephemeris Data diagram.
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Figure 3.9.6.1-1. Terra FDD Repaired Ephemeris Data Diagram

3.9.6.2 Terra FDD Repaired Ephemeris Data Thread Interaction Table - Domain
View

See Table 3.9.6.2-1 for the Terra FDD Repaired Ephemeris Data Interaction.

3-366 313-EMD-001, Rev. 01



Table 3.9.6.2-1. Interaction Table - Domain View: Terra FDD Repaired Ephemeris

Data (1 of 3)

Step Event Interface Interface Data Step Description
Client Provider Issues Preconditions
Ccl1 E-mail CSS DAAC Ops | Agap The EDOS An e-mail message is
(SBSRV) - greater Level O sent to the Production
Production | than 60 Ancillary Data Planner, alerting him to
Planner seconds | in question has | the > 60 second gap in
has already been the processed EDOS
occurred | processed. Terra Ephemeris Data
in the file.
AM1EPH
NO and
AM1EPH
HO files.

C.2 Call FDD DAAC Ops | FDD Missing The gap has The Production Planner
(via - data is > | been identified. | contacts the Flight
telephone) | Production 60 Dynamics Division

Planner seconds. (FDD) and requests
repaired ephemeris
data for the time span
of the granule that has
the gap. The whole
data set is replaced, not
just the gap.

C.3 Create a DAAC Ops | PLS None In preparation The Operator creates a
PR - (PLANG) for the receipt production request.

Production of the repaired

Planner ephemeris data

from the FDD.

c4 Activate DAAC Ops | PLS None In preparation The Operator activates
Plan - (PLANG) for the receipt a plan.

Production of the repaired

Planner ephemeris data

from the FDD.

C5 Polling INS Ingest None Entire stepisa | When the system is

directory (INGST) directory precondition. started, Ingest begins
polling a directory at a
given location and
name for FDD Repaired
Ephemeris data.

C.6 FDD FDD Ingest None FDD knows the | The FDD copies a
copies file directory host and Repaired Ephemeris

directory for file | file to a local disk on
placement. the FDD host for Ingest

access.
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Table 3.9.6.2-1. Interaction Table - Domain View: Terra FDD Repaired Ephemeris
Data (2 of 3)
Step Event Interface Interface Data Step Description
Client Provider Issues Preconditions
C.7 Detect and | INS Directory None None Ingest Polling detects
Read Data | (INGST) data in the directory and
reads the data.
C.8 Create INS DSS None None After Ingest detects files
Staging (INGST) (SDSRYV) and packages them into
Disk & granules, Ingest
Transfer interfaces with the DSS
Files to create an Ingest
staging disk area and
transfers the files to this
staging disk area.
C.9 Request INS DSS None FDD Repaired | Ingest inserts the Flight
Data Insert | (INGST) (SDSRV) Ephemeris data | Dynamics Division
(FDD) Repaired
Ephemeris data into the
Science Data Server for
ESDT AM1EPHF.
C.10 | Trigger DSS CSS None None The Science Data
insert event | (SDSRV) | (SBSRV) Server triggers a FDD
Repaired Ephemeris
data insert event.
C.11 | Notification | CSS PLS None PLS Send direct notification
(SBSRV) | (PLANG) subscription for | to the PLS to inform
FDD Repaired | there is newly inserted
Ephemeris data | FDD Repaired
Ephemeris data.
C.12 | Releasejob | PLS DPS None None The PLS releases a job
(PLANG) | (PRONG) to process FDD
Repaired Ephemeris
data.
C.13 | Acquire DPS DSS The input | None The DPS submits an
data (PRONG) | (SDSRV) | data acquire request for the
must FDD Repaired
have Ephemeris data that was
been inserted in step C.9.
received.
C.14 | Acquire DPS DSS None None Metadata Configuration
MCFs (PRONG) | (SDSRV) Files, one for each data

type to be produced, are
acquired from the
Science Data Server.
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Table 3.9.6.2-1. Interaction Table - Domain View: Terra FDD Repaired Ephemeris
Data (3 of 3)

Step Event Interface | Interface Data Step Description
Client Provider Issues | Preconditions
C.15 | Process DPS DPS The gap | FDD has Toolkit native format and
FDD Terra | (PRONG) | (PRONG) | is>60 supplied HDF EDOS Terra
repaired seconds | Repaired Ephemeris with gaps >
ephemeris Ephemeris 60 seconds are repaired
data Data for the using Flight Dynamic
gap. Division Repaired
Ephemeris data.
C.16 | Insertdata | DPS DSS None None The toolkit native format
(PRONG) | (SDSRV) and HDF repaired output
files are archived for
ESDTs AM1EPHHO and
AM1EPHNO.

3.9.6.3 Terra FDD Repaired Ephemeris Data Thread Component Interaction Table
See Table 3.9.6.3-1 for the Terra FDD Repaired Ephemeris Data Component Interaction.

Table 3.9.6.3-1. Component Interaction Table: Terra FDD Repaired Ephemeris
Data (1 of 4)

Step Event Interface Client | Interface | Interface Description
Provider Mech.
C.l1 E-mail EcSbSubServer EcSbSub | E-mail An e-mail message is sent to the
Server Production Planner, alerting him

to the > 60 second gap in the
processed EDOS Terra
Ephemeris Data file.

C.2.1 | CallFDD DAAC Ops - FDD E-mall The Production Planner contacts
(via Production the Flight Dynamics Division
telephone) Planner (FDD) and requests repaired

ephemeris data for the time span
of the granule that has the gap.

C.3.1 | Create DAAC Ops - EcPIPRE | GUI The Operator creates a
production Production ditor_IF production request.
request Planner

C.4.1 | Activate DAAC Ops - EcPIPRE | GUI The Operator activates a plan.
plan Production ditor_IF

Planner

C51 Polling EcInPolling Polling Ftp When the system is started,

directory Directory Ingest begins polling a directory

at a given location and name for
Flight Dynamics Division (FDD)
Repaired Ephemeris data.
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Table 3.9.6.3-1. Component Interaction Table: Terra FDD Repaired Ephemeris

Data (2 of 4)

Step Event Interface Client | Interface | Interface Description
Provider Mech.
C.6.1 FDD copies | FDD EcinPolli | Ftp FDD copies their Repaired
file ng Ephemeris files every 2 hours to
a local disk on the FDD host for
Ingest access. The source of
the FDD data is EDOS via the
EOS Operations Center (EOC).
Cc71 Polling EcinPolling Directory | Ftp Ingest Polling detects files.
Detects
Files
c.7.2 Ingest EcinPolling EcinReq | CCS Polling Ingest process packages
Request Mgr Middleware | the data files into a PDR and
sends a request to the Ingest
Request Manager.
C.7.3 Ingest EclnRegMgr EcinGran | CCS The Ingest Request Manager
Granules Middleware | packages the request into
granules and sends them to the
appropriate Ingest Granule
Server.
C.8.1 | Create EcinGran EcDsStR | CCS Ingest creates staging disk
Staging Disk equestM | Middleware | areas. The correct staging disk
anagerS server is determined from the
erver Ingest Database. The amount of
staging disk area to request is
determined from the *.PDR file.

C.8.2 | Allocate EcinGran EcDsStR | CCS Ingest now creates the Resource

Media equestM | Middleware | manager for its FTP Server via a

Resource anagerS Resource Manager Factory.

erver Ingest knows that this request is

via Ftp from a database lookup,
keyed on the data provider. The
correct resource manager is
determined from the media type
handed to the resource factory
(IngestFtp, in this case). The
correct IngestFtp Server
resource is determined from a
configuration within the Ingest
Database.

C.8.3 | Ftp Getfiles | EcInGran EcDsStR | CCS Ingest directs the FTP Server to
equestM | Middleware | get the files from the host and
anagerS location, as indicated in the
erver * PDR file, placing them on the

staging disk.
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Table 3.9.6.3-1. Component Interaction Table: Terra FDD Repaired Ephemeris
Data (3 of 4)
Step Event Interface Client | Interface Interface Description
Provider Mech.

C.9.1 | Connectto EcInGran EcDsSci | CCS Ingest begins a session with the

SDSRV enceData | Middleware | Science Data Server by

Server connecting. The correct

Science Data Server is
determined during the Ingest
Request Manager startup from
a configuration file. This is
pertinent if there are multiple
Science Data Servers in use at
one DAAC in one mode.

Cc.9.2 Request EcinGran EcDsSci | CCS Ingest requests the metadata
Metadata enceData | Middleware | configuration file (MCF) for the
Configuratio Server data being inserted. The data
n File types being inserted are

derived from the *.PDR file.
Ingest performs preprocessing
(current number of files for data
type, metadata extraction, etc.).

C.9.3 | Validate EcinGran EcDsSci | CCS After building a metadata file for
Metadata enceData | Middleware | the granule, Ingest asks the

Server Science Data Server to validate
the metadata, based on the
granule’s data type.

C.9.4 | Request EcinGran EcDsSci | CCS Archive newly received Flight
Data Insert enceData | Middleware | Dynamics Division (FDD)

Server Repaired Ephemeris data for
ESDT AM1EPHF.
C.10.1 | Trigger EcDsScienceDat | EcSbSub | CCS The Science Data Server
insert event | aServer Server Middleware | triggers a FDD Repaired
Ephemeris data insert event.
C.11.1 | Notification | EcSbSubServer | EcPISub | CCS Send direct notification to the
Magr Middleware | PLS to inform there is newly
(Message received Flight Dynamics
Passing Division (FDD) Repaired
Mechanism) | Ephemeris data.
C.12.1 | Release job | EcPIWb EcDpPrJ | CCS The PLS releases a job to
obMgmt Middleware | process FDD Repaired
Ephemeris data.
C.13.1 | Acquire data | EcDpPreEm EcDsSci | CCS A request is sent to obtain the
enceData | Middleware | data, which was inserted into
Server the Science Data Server.
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Table 3.9.6.3-1. Component Interaction Table: Terra FDD Repaired Ephemeris
Data (4 of 4)
Step Event Interface Client | Interface Interface Description
Provider Mech.
C.14.1 | Acquire EcDpPremMm EcDsSci | CCS Metadata Configuration Files,
MCFs enceData | Middleware | one for each data type to be
Server produced, are acquired from
the Science Data Server.
C.15.1 | Process EcDpPremM EcDpPrA | None Toolkit native format FDD
FDD m1lFddE Repaired Ephemeris data and
Repaired phemeris metadata files are generated.
Ephemeris DPREP_
data into PGE
toolkit native
format
C.15.2 | Process EcDpPremM EcDpPrA | None HDF FDD Repaired Ephemeris
FDD ml1FddE data and metadata files are
Repaired phemeris generated.
Ephemeris DPREP_
data into PGE
HDF
C.16.1 | Insert toolkit | EcDpPrEM EcDsSci | CCS The toolkit native format output
native enceData | Middleware | files are stored for ESDT
format FDD Server AM1EPHNO.
Repaired
Ephemeris
data
C.16.2 | Insert HDF EcDpPremMm EcDsSci | CCS The HDF output files are stored
FDD enceData | Middleware | for ESDT AM1EHPHO.
Repaired Server
Ephemeris
data

3.9.7 Terra EDOS Backup Level 0 Data Insertion Thread - Descoped

3.9.8 Aqua FDD Ephemeris Data Thread

The thread shows the processing of Aqua FDD Definitive Ephemeris data.

Thread Preconditions

The following must be present in order to perform this thread: the Science Data Server has
The PGE has been registered by the SSIT Manager with the PDPS

installed the ESDTSs.

database. The Production Planner has created a Production Request (PR), and created and

scheduled a plan.
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3.9.8.1 Aqua FDD Ephemeris Processing Data Interaction Diagram - Domain View

Figure 3.9.8.1-1 depicts the Aqua FDD Ephemeris data processing Data Interaction - Domain
View.
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Figure 3.9.8.1-1. Aqua FDD Ephemeris Processing Data Interaction - Domain View
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3.9.8.2 Aqua FDD Ephemeris Processing Data Interaction Table - Domain View

See Table 3.9.8.2-1 for the Aqua FDD Ephemeris Processing Data Interaction - Domain View.

Table 3.9.8.2-1. Interaction Table - Domain View: Aqua FDD Ephemeris Data

(1 of 2)
Step Event Interface Interface Data Step Description
Client Provider Issues | Preconditions
E.l Polling directory |INS Ingest None Entire step isa |When the system is
(INGST) directory precondition. started, Ingest begins
polling a directory, looking
for files that meet the
following standard: *.PDR
in the pre-configured
directory.
E.2 FDD copies file |FDD Ingest None FDD knows the | The Flight Dynamics
directory host and Division (FDD) copies
directory for file | ephemeris data to a local
placement. disk on the Ingest host for
Ingest access.
E.3 Detect and Read |INS Directory None None Ingest Polling detects data
Data (INGST) in the directory and reads
the data.
E4 Request Data INS DSS None FDD ephemeris | Archive newly received
Insert (INGST) (SDSRV) data. ephemeris data for ESDT.
E.5 Trigger insert DSS CSS None None The Science Data Server
event (SDSRV) |(SBSRV) triggers an ephemeris data
insert event.
E.6 Notification CSss PLS None PLS Send direct notification to
(SBSRV) (PLANG) subscription for |the PLS to inform that there
FDD ephemeris |is newly ephemeris data.
data.
E.7 Release job PLS DPS None None The PLS releases a job to
(PLANG) (PRONG) process the FDD data.
E.8 Acquire data DPS DSS The input | None The DPS submits an
(PRONG) [(SDSRV) |data acquire request for the
must ephemeris data that was
have inserted in step E.5.
been
received.
E.9 Acquire MCFs DPS DSS None None Metadata Configuration
(PRONG) |[(SDSRV) Files, one for each data
type to be produced, are
acquired from the Science
Data Server.
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Table 3.9.8.2-1. Interaction Table - Domain View: Aqua FDD Ephemeris Data

(2 of 2)
Step Event Interface Interface Data Step Description
Client Provider | Issues | Preconditions
E.10 |Process FDD DPS DPS None |None Toolkit native format and HDF
Ephemeris data | (PRONG) |(PRONG) FDD ephemeris data and
metadata files are generated.
E.11 |RequestData |DPS DSS None [None The toolkit native format and
Insert (PRONG) [(SDSRV) HDF output files are archived.
These cover ESDTs
PM1EPHHD, and
PM1EPHND.

3.9.8.3 Aqua FDD Ephemeris Processing Data Component Interaction Table

See Table 3.9.8.3-1 for the Aqua FDD Ephemeris Processing Data Component Interaction.

Table 3.9.8.3-1. Component Interaction Table: Aqua Ephemeris Processing

(1 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

E.1l.1 Polling EcInPolling | Directory Ftp When the system is started, Ingest

directory begins polling a directory, looking for
files that meet the following standard:
* PDR in the pre-configured directory.
The polling periodicity is determined
from a configuration file. The mask of
the file to look for is determined from
the Notify Type of the data provider in
the Ingest database.

E.2.1 FDD FDD EclInPolling Ftp The FDD copies ephemeris files to a
copies local disk on the Ingest host for Ingest
file access.

E.3.1 Polling EcinPolling | Directory Ftp Ingest Polling detects files matching
Detects the *.PDR mask.

Files

E.3.2 Ingest EcInPolling | EcInRegMgr | CCS The Polling Ingest process packages

Request Middleware | the Product Delivery Record (PDR)
information into an Ingest Request,
which is passed to the Ingest Request
Manager.

E.3.3 Ingest EcinRegqM EcInGran CCS The Ingest Request Manager

Granules | gr Middleware | packages the request into granules
and sends them to the appropriate
Ingest Granule Server.
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Table 3.9.8.3-1. Component Interaction Table: Aqua FDD Ephemeris Data (2 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

E.4.1 | Connectto EcinGran EcDsScience | CCS Ingest begins a session with the

SDSRV DataServer Middleware | Science Data Server by
connecting. The correct Science
Data Server is determined during
Ingest Request Manager startup
from a configuration file. This is
pertinent if there are multiple
Science Data Servers in use at
one DAAC in one mode.

E.4.2 | Request EcinGran EcDsScience | CCS Ingest requests the metadata
Metadata DataServer Middleware | configuration file (MCF) for the
Configuration data being inserted. The data
File types being inserted are derived

from the *.PDR file. Ingest
performs preprocessing (current
number of files for data type,
metadata extraction, etc.)

E.4.3 | Validate EcinGran EcDsScience | CCS After building a metadata file for
Metadata DataServer Middleware | the granule, Ingest asks the

Science Data Server to validate
the metadata, based on the
granule’s data type.

E.4.4 | Request Data | EcInGran EcDsScience | CCS Archive newly received
Insert DataServer Middleware | Ephemeris files for ESDT.

E.5.1 | Trigger insert | EcDsScien | EcSbSubSer | CCS The Science Data Server triggers
event ceDataSer | ver Middleware | an Aqua Ephemeris files insert

ver event.

E.6.1 | Notification EcSbSubS | EcPISubMgr | CCS Send direct notification to the PLS

erver Middleware | to inform there are newly inserted
Ancillary Packets.
E.7.1 | Release job EcPIWb EcDpPrJobM | CCS The PLS releases a job to
gmt Middleware | process the FDD Ephemeris data.
E.8.1 | Acquire data | EcDpPrEM | EcDsScience | CCS A request is sent to obtain the
DataServer Middleware | data, which was inserted into the
Science Data Server.

E.9.1 | Acquire EcDpPrEM | EcDsScience | CCS Metadata Configuration Files, one

MCFs DataServer Middleware | for each data type to be

produced, are acquired from the
Science Data Server.
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Table 3.9.8.3-1. Component Interaction Table: Aqua FDD Ephemeris Data (3 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

E.10.1 | Process EcDpPremM EcDpPrPmi1F | None Toolkit native format ephemeris
FDDEphe ddEphemeris data and metadata files are
meris data DPREP_PGE generated.
into toolkit
native
format

E.10.2 | Process EcDpPremM EcDpPrPml1F | None HDF ephemeris data and
FDDEphe ddEphemeris metadata files are generated.
meris data DPREP_PGE
into HDF

E.11.1 | Insert EcDpPremMm EcDsScience | CCS The toolkit native format output
toolkit DataServer Middleware | files are stored — ESDTs
native PM1EPHND or PM1EPHNP.
format
FDDEphe
meris data

E.11.2 | Insert HDF | EcDpPreM EcDsScience | CCS The HDF output files are stored
FDDEphe DataServer Middleware | — ESDTs PM1EPHHD or
meris data PM1EPHHP.

3.9.9 Aqua Definitive Attitude Data Thread

This thread illustrates the acquisition and processing Aqua definitive attitude data to toolkit
native format and HDF. The definitive attitude data is supplied in carry-out files by EMOS for
Agua.

Thread Preconditions

The following must be present in order to perform this thread: the Science Data Server has
installed the ESDTs. The PGE has been registered by the SSIT Manager with the PDPS
database. The Production Planner has created a Production Request (PR), and created and
scheduled a plan.

3.9.9.1 Aqua Definitive Attitude Data Thread - Domain View
See Figure 3.9.9.1-1 for the Aqua Definitive Attitude Data diagram.
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Figure 3.9.9.1-1. Aqua Definitive Attitude Data Diagram

3.9.9.2 Aqua Definitive Attitude Data Thread Interaction Table - Domain View

See Table 3.9.9.2-1 for the Aqua Definitive Attitude Data Interaction.

Table 3.9.9.2-1. Interaction Table - Domain View: Aqua Definitive Attitude Data

(1 of 3)
Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions
F.1 Polling INS Ingest None Entire stepisa | When the system is started,
directory | (INGST) directory precondition Ingest begins polling a
directory at a given location
and name for Attitude data.
This is polling without
Delivery Record. Thus,
Ingest formulates a Delivery
Record internally.
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Table 3.9.9.2-1. Interaction Table - Domain View: Aqua Definitive Attitude Data
(2 of 3)
Step Event Interface | Interface Data Step Description
Client Provider Issues Preconditions
F.2 Copy file EMOS Ingest None EMOS knows EMOS copies Attitude
directory the host and files every 2 hours to a
directory for file | local disk on the Flight
placement Dynamics Division
(FDD) or EDOS host for
Ingest access. The
source of the data is
EMOS.
F.3 Detectand | INS Directory | None None Ingest Polling detects
Read Data | (INGST) data in the directory and
reads the data.
F.4 Create INS DSS None None After Ingest detects files
Staging (INGST) (SDSRV) and packages into
Disk & granules, Ingest
Transfer interfaces with the DSS
Files (FDD to create an Ingest
data only) staging disk and
transfers the files to this
staging disk.
F.5 Request INS DSS None Definitive Ingest inserts the
Data Insert | (INGST) (SDSRV) Attitude data Definitive Attitude data
into the Science Data
Server for ESDT
PMCOGBAD.
F.6 Trigger DSS CSS None None The Science Data
insert event | (SDSRV) | (SBSRV) Server triggers an
Attitude data insert
event.
F.7 Notification | CSS PLS None PLS Send direct notification
(SBSRV) | (PLANG) subscription for | to the PLS to inform
Attitude data there is newly inserted
Attitude data.
F.8 Release job | PLS DPS None None The PLS releases a job
(PLANG) | (PRONG) to process Definitive
Attitude data.
F.9 Acquire DPS DSS The input | None The DPS submits an
data (PRONG) | (SDSRV) | data "acquire" request for the
must Attitude data that was
have inserted in step F.6.
been
received.
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Table 3.9.9.2-1. Interaction Table - Domain View: Aqua Definitive Attitude Data

(3 of 3)

Step Event Interface | Interface Data Step Description

Client Provider Issues | Precondi
tions

F.10 | Acquire DPS DSS None None Metadata Configuration Files,
MCFs (PRONG) | (SDSRV) one for each data type to be

produced, are acquired from
the Science Data Server.

F.11 | Process DPS DPS None None Toolkit native format and HDF
Attitude (PRONG) | (PRONG) Definitive Attitude data and
data metadata files are generated.

F.12 | Insert Data | DPS DSS None None The toolkit native format and

(PRONG) | (SDSRV) HDF output files are archived
for ESDTs PM1ATTHR and
PM1ATTNR.

3.9.9.3 Aqua Definitive Attitude Data Thread Component Interaction Table

See Table 3.9.9.3-1 for the Aqua Definitive Attitude Data Component Interaction.

Table 3.9.9.3-1. Component Interaction Table: Aqua Definitive Attitude Data

(1 of 4)
Step Event Interface Interface Interface Description
Client Provider Mech.
F.1.1 | Polling directory | EclInPolling Polling Ftp When the system is started, Ingest
Directory begins polling a directory at a

given location and name for
Attitude data. This is polling
without Delivery Record. Thus,
Ingest formulates a Delivery
Record internally.

F.2.1 | Copy file EMOS EclnPolling Ftp EMOS copies their carry-out files
every 2 hours to the polling
directory for Ingest access.

F.3.1 | Polling Detects EcinPolling Directory Ftp Ingest Polling detects files.

Files
F.3.2 | Ingest Request EcinPolling EclnRegMgr | CCS The Polling Ingest process
Middleware | packages the data files into a
Product Delivery Record (PDR)
and sends the request to the
Ingest Request Manager.
F.3.3 | Ingest Granules | EclnRegMgr | EcInGran CCSs The Ingest Request Manager
Middleware | packages the request into granules
and sends them to the appropriate
Ingest Granule Server.
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Table 3.9.9.3-1. Component Interaction Table: Aqua Definitive Attitude Data

(2 of 4)
Step Event Interface | Interface Interface Description
Client Provider Mech.
F.4.1 Create Staging EcinGran EcDsStR | CCS Ingest creates staging disk
Disk equestM | Middleware | areas. The correct Staging Disk
anagerS Server is determined from the
erver Ingest Database. The amount
of staging disk area to request
is determined from the *.PDR
file.

F.4.2 Allocate Media EcInGran EcDsStR | CCS Ingest now creates the

Resource equestM | Middleware | Resource manager for its FTP
anagerS Server via a Resource Manager
erver Factory. Ingest knows that this

request is via Ftp from a
database lookup, keyed on the
data provider. The correct
resource manager is
determined from the Media
Type handed to the resource
factory (IngestFtp, in this case).
The correct IngestFtp Server
resource is determined from the
configuration within the Ingest
Database.

F.4.3 Ftp Get files EcinGran EcDsStR | CCS Ingest sends a request to the
equestM | Middleware | Storage Management Request
anagerS Manager to forward a request
erver to the FTP Server to direct the

FTP Server to get the files from
the host and location, as
indicated in the *.PDR file,
placing them on the staging
disk.

F.5.1 Connect to SDSRV | EcInGran EcDsSci | CCS Ingest begins a session with the
enceData | Middleware | Science Data Server by
Server connecting. The correct

Science Data Server is
determined during EcinRegMgr
startup from a configuration file.
This is pertinent if there are
multiple Science Data Servers
in use at one DAAC in one
mode.
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Table 3.9.9.3-1. Component Interaction Table: Aqua Definitive Attitude Data

(3 of 4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.5.2 Request Metadata | EcInGran EcDsSci | CCS Ingest requests the metadata
Configuration File enceData | Middleware | configuration file (MCF) for the
Server data being inserted. The data
types being inserted are
derived from the *.PDR file.
Ingest performs preprocessing
(current number of files for data
type, metadata extraction, etc.).
F.5.3 Validate Metadata EcInGran EcDsSci | CCS After building a metadata file for
enceData | Middleware | the granule, Ingest asks the
Server Science Data Server to validate
the metadata, based on the
granule’s data type.
F.5.4 Request Data EcinGran EcDsSci | CCS Archive newly received Attitude
Insert enceData | Middleware | data for ESDT PMCOGBAD.
Server
F.6.1 Trigger insert event | EcDsScien | EcSbSub | CCS The Science Data Server
ceDataSer | Server Middleware | triggers an Attitude data insert
ver event.
F.7.1 Notification EcSbSubS | EcPISub | CCS Send direct notification to the
erver Mar Middleware | PLS to inform there is newly
received Attitude data.
F.8.1 | Release job EcPIWb EcDpPrJ | CCS The PLS releases a job to
obMgmt | Middleware | process Attitude data.
F.9.1 Acquire data EcDpPrEM | EcDsSci | CCS A request is sent to obtain the
enceData | Middleware | data, which was inserted into
Server the Science Data Server.
F.10.1 | Acquire MCFs EcDpPrEM | EcDsSci | CCS Metadata Configuration Files,
enceData | Middleware | one for each data type to be
Server produced, are acquired from
the Science Data Server.
F.11.1 | Process Definitive EcDpPrEM | EcDpPrP | None Toolkit native format Attitude
Attitude data into m2Attitud data and metadata files are
toolkit native format eDPREP generated.
_PGE
F.11.2 | Process Definitive EcDpPrEM | EcDpPrP | None HDF Attitude data and
Attitude data into m2Attitud metadata files are generated.
HDF eDPREP
_PGE
F.12.1 | Insert toolkit native | EcDpPrEM | EcDsSci | CCS The toolkit native format output
format Definitive enceData | Middleware | files are stored for ESDT
Attitude data Server PM1ATTNR for Aqua.
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Table 3.9.9.3-1. Component Interaction Table: Aqua Definitive Attitude Data

(4 of 4)
Step Event Interface | Interface | Interface Description
Client Provider Mech.
F.12.2 | Insert HDF EcDpPrEM | EcDsSci | CCS The HDF output file is stored for
Definitive Attitude enceData | Middleware | ESDT PM1ATTHR.
data Server

3.9.10 Aura FDD Ephemeris Data Thread

The thread shows the processing of Aura FDD Definitive Ephemeris data.

Thread Preconditions

The following must be present in order to perform this thread: the Science Data Server has

installed the ESDTSs.
database.

scheduled a plan.

The PGE has been registered by the SSIT Manager with the PDPS
The Production Planner has created a Production Request (PR), and created and

3.9.10.1 Aura FDD Ephemeris Processing Data Interaction Diagram - Domain

View

Figure 3.9.10.1-1 depicts the Aura FDD Ephemeris data processing Data Interaction - Domain

View.
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Figure 3.9.10.1-1. Aura FDD Ephemeris Processing Data Interaction - Domain
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3.9.10.2 Aura FDD Ephemeris Processing Data Interaction Table - Domain View

See Table 3.9.10.2-1 for the Aura FDD Ephemeris Processing Data Interaction - Domain View.
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Table 3.9.10.2-1. Interaction Table - Domain View: Aura FDD Ephemeris Data

(1 of 2)
Step Event Interface Interface Data Step Description
Client Provider | Issues | Preconditions
G.1 Polling directory |INS (INGST) | Ingest None Entire stepisa |When the system is
directory precondition started, Ingest begins
polling a directory, looking
for files that meet the
following standard: *.PDR
in the pre-configured
directory.
G.2 FDD copies file |FDD Ingest None FDD knows the | The Flight Dynamics
directory host and Division (FDD) copies
directory for file |ephemeris data to a local
placement disk on the Ingest host for
Ingest access.
G.3 Detect and Read [INS (INGST) | Directory | None None Ingest Polling detects data
Data in the directory and reads
the data.
G4 Request Data INS (INGST) |DSS None FDD ephemeris |Archive newly received
Insert (SDSRV) data ephemeris data for ESDT.
G5 Trigger insert DSS CSS None None The Science Data Server
event (SDSRV) (SBSRV) triggers an ephemeris
data insert event.
G.6 Notification CsS PLS None PLS subscription | Send direct notification to
(SBSRV) (PLANG) for FDD the PLS to inform that
ephemeris data |there is newly ephemeris
data.
G.7 Release job PLS DPS None None The PLS releases a job to
(PLANG) (PRONG) process FDD data.
G.8 Acquire data DPS DSS The None The DPS submits an
(PRONG) (SDSRV) [input "acquire" request for the
data ephemeris data that was
must inserted in step G.5.
have
been
received.
G.9 Acquire MCFs DPS DSS None None Metadata Configuration
(PRONG) (SDSRV) Files, one for each data
type to be produced, are
acquired from the Science
Data Server.
G.10 |Process FDD DPS DPS None None Toolkit native format and
Ephemeris data |(PRONG) (PRONG) HDF Flight Dynamics
Division (FDD) ephemeris
data and metadata files
are generated.
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Table 3.9.10.2-1. Interaction Table - Domain View: Aura FDD Ephemeris Data

(2 of 2)
Step Event Interface Interface Data Step Description
Client Provider | Issues | Preconditions
G.11 |Request Data DPS DSS None None The toolkit native format
Insert (PRONG) (SDSRYV) and HDF output files are

archived. These cover
ESDTs PM1EPHHD and
PM1EPHND.

3.9.10.3 Aura FDD Ephemeris Processing Data Component Interaction Table

See Table 3.9.10.3-1 for the Aura FDD Ephemeris Processing Data Component Interaction.

Table 3.9.10.3-1. Component Interaction Table: Aura Ephemeris Processing

(1 of 3)
Step Event Interface Interface Interface Description
Client Provider Mech.
G.11 Polling EcinPolling Directory Ftp When the system is started, Ingest
directory begins polling a directory, looking
for files that meet the following
standard: *.PDR in the pre-
configured directory. The polling
periodicity is determined from a
configuration file. The mask of the
file to look for is determined from
the Notify Type of the data
provider in the Ingest database.
G.21 FDD FDD EclnPolling Ftp The Flight Dynamics Division
copies file (FDD) copies ephemeris files to a
local disk on the Ingest host for
Ingest access.
G.3.1 Polling EcinPolling Directory Ftp Ingest Polling detects files
Detects matching the *.PDR mask.
Files
G.3.2 Ingest EcinPolling EcinRegqMgr | CCS The Polling Ingest process
Request Middleware | packages the Product Delivery
Record (PDR) information into an
Ingest Request.
G.3.3 Ingest EcinRegMgr | EcInGran CCS The Ingest Request Manager
Granules Middleware | packages the request into granules
and sends them to the appropriate
Ingest Granule Server.
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Table 3.9.10.3-1. Component Interaction Table: Aura FDD Ephemeris Data (2 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

G4.1 Connectto | EcInGran EcDsScien | CCS Ingest begins a session with the

SDSRV ceDataSer | Middleware | Science Data Server by connecting.

ver The correct Science Data Server is

determined during the Ingest
Request Manager startup from a
configuration file. This is pertinent if
there are multiple Science Data
Servers in use at one DAAC in one
mode.

G.4.2 Request EcinGran EcDsScien | CCS Ingest requests the metadata
Metadata ceDataSer | Middleware | configuration file (MCF) for the data
Configurati ver being inserted. The data types
on File being inserted are derived from the

* PDR file. Ingest performs
preprocessing (current number of
files for data type, metadata
extraction, etc.).

G.4.3 Validate EcinGran EcDsScien | CCS After building a metadata file for the
Metadata ceDataSer | Middleware | granule, Ingest asks the Science

ver Data Server to validate the
metadata, based on the granule’s
data type.

G.4.4 Request EcinGran EcDsScien | CCS Archive newly received Ephemeris
Data Insert ceDataSer | Middleware | files for ESDT.

ver

G.5.1 Trigger EcDsScienc | EcSbSubS | CCS The Science Data Server triggers
insert event | eDataServer | erver Middleware | an Aqua Ephemeris files insert

event.

G.6.1 Notification | EcSbSubSe | EcPISubM | CCS Send direct notification to the PLS

rver or Middleware | to inform that there are newly
inserted Ancillary Packets.

G.7.1 Release EcPIWb EcDpPrJob | CCS The PLS releases a job to process
job Mgmt Middleware | the FDD Ephemeris data.

G.8.1 Acquire EcDpPremM EcDsScien | CCS A request is sent to obtain the data,
data ceDataSer | Middleware | which was inserted into the Science

ver Data Server.

G.9.1 Acquire EcDpPremMm EcDsScien | CCS Metadata Configuration Files, one
MCFs ceDataSer | Middleware | for each data type to be produced,

ver are acquired from the Science Data

Server.
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Table 3.9.10.3-1. Component Interaction Table: Aura FDD Ephemeris Data (3 of 3)

Step Event Interface Interface Interface Description
Client Provider Mech.

G.10.1 | Process EcDpPremM EcDpPrAur | None Toolkit native format ephemeris
FDD aEphemeri data and metadata files are
Ephemeris sDPREP_P generated.
data into GE
toolkit
native
format

G.10.2 | Process EcDpPremMm EcDpPrAur | None HDF ephemeris data and metadata
FDD aEphemeri files are generated.

Ephemeris sDPREP_P
data into GE
HDF

G.11.1 | Insert EcDpPrem EcDsScien | CCS The toolkit native format output files
toolkit ceDataSer | Middleware | are stored — ESDT AUREPHMN.
native ver
format FDD
Ephemeris
data

G.11.2 | Insert HDF | EcDpPremM EcDsScien | CCS The HDF output files are stored —
FDD ceDataSer | Middleware | ESDT AUREPHMH.

Ephemeris ver
data
3.9.11 Aura Definitive Attitude Data Thread

This thread illustrates the acquisition and processing of Aura definitive attitude data to toolkit
native format and HDF. The definitive attitude data is supplied in carry-out files by EMOS for

Aura.

Thread Preconditions

The following must be present in order to perform this thread: the Science Data Server has
The PGE has been registered by the SSIT Manager with the PDPS
The Production Planner has created a Production Request (PR), and created and
scheduled a plan.

installed the ESDTSs.
database.

3.9.11.1 Aura Definitive Attitude Data Thread - Domain View
See Figure 3.9.11.1-1 for the Aura Definitive Attitude Data diagram.
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Figure 3.9.11.1-1. Aura Definitive Attitude Data Diagram

3.9.11.2 Aura Definitive Attitude Data Thread Interaction Table - Domain View

See Table 3.9.11.2-1 for the Aura Definitive Attitude Data Interaction.
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Table 3.9.11.2-1.

Interaction Table - Domain View: Aura Definitive Attitude Data

(1 of 2)

Step

Event

Interface
Client

Interface
Provider

Data
Issues

Step
Preconditions

Description

H.1

Polling
directory

INS
(INGST)

Ingest
directory

None Entire stepis a

precondition

When the system is
started, Ingest begins
polling a directory at a
given location and name
for Attitude data. This is
polling without Delivery
Record. Thus, Ingest
formulates a Delivery
Record internally.

H.2

Copy file

EMOS

Ingest
directory

EMOS knows
the host and
directory for file
placement

None

EMOS copies Attitude
files every 2 hours to a
local disk on the Flight
Dynamics Division (FDD)
or EDOS host for Ingest
access. The source of
the data is EMOS.

H.3

Detect and
Read Data

INS
(INGST)

Directory

None None

Ingest Polling detects
data in the directory and
reads the data.

H.4

Create
Staging
Disk &
Transfer
Files (FDD
data only)

INS
(INGST)

DSS
(SDSRV)

None None

After Ingest detects files
and packages them into
granules, Ingest
interfaces with the DSS to
create an Ingest staging
disk and transfers the
files to this staging disk.

H.5

Request
Data Insert

INS
(INGST)

DSS
(SDSRV)

Definitive
Attitude data

None

Ingest inserts the
Definitive Attitude data
into the Science Data
Server for ESDT
AUCOGBAD.

H.6

Trigger
insert event

DSS
(SDSRV)

css
(SBSRV)

None None

The Science Data Server
triggers an Attitude data
insert event.

H.7

Notification

CSS
(SBSRV)

PLS
(PLANG)

PLS
subscription for
Attitude data

None

Send direct notification to
the PLS to inform that
there is newly inserted
Attitude data.

H.8

Release job

PLS
(PLANG)

DPS
(PRONG)

None None

The PLS releases a job to
process Definitive
Attitude data.
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Table 3.9.11.2-1.

Interaction Table - Domain View: Aura Definitive Attitude Data

(2 of 2)
Step Event Interface | Interface Data Step Description
Client Provider Issues | Precondi
tions
H.9 Acquire DPS DSS The input | None The DPS submits an "acquire"
data (PRONG) | (SDSRV) | data request for the Attitude data
must that was inserted in step H.6.
have
been
received.
H.10 | Acquire DPS DSS None None Metadata Configuration Files,
MCFs (PRONG) | (SDSRV) one for each data type to be
produced, are acquired from
the Science Data Server.
H.11 | Process DPS DPS None None Toolkit native format and HDF
Attitude (PRONG) | (PRONG) Definitive Attitude data and
data metadata files are generated.
H.12 | Insert Data | DPS DSS None None The toolkit native format and
(PRONG) | (SDSRYV) HDF output files are archived

for ESDTs AURATTH and
AURATTN.

3.9.11.3 Aura Definitive Attitude Data Thread Component Interaction Table

See Table 3.9.11.3-1 for the Aura Definitive Attitude Data Component Interaction.
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Table 3.9.11.3-1. Component Interaction Table: Aura Definitive Attitude Data

(1 of 3)
Step Event Interface Interface Interface Description
Client Provider Mech.
H1.1 Polling directory EcinPolling Polling Ftp When the system is started,
Directory Ingest begins polling a

directory at a given location
and name for Attitude data.
This is polling without
Delivery Record. Thus, Ingest
formulates a Delivery Record
internally.

H.2.1 | Copy file EMOS EcInPolling Ftp EMOS copies their carry-out
files every 2 hours to the
polling directory for Ingest
access.

H.3.1 Polling Detects EclInPolling Directory Ftp Ingest Polling detects files.

Files
H.3.2 Ingest Request EclnPolling EcinRegMgr | CCS The Polling Ingest process
Middleware | packages the data files into a
PDR and sends the request
to the Ingest Request
Manager.
H.3.3 Ingest Granules EcinRegMgr | EcInGran CCSs The Ingest Request Manager
Middleware | packages the request into
granules and sends them to
the appropriate Ingest
Granule Server.
H.4.1 | Create Staging EcInGran EcDsStReq | CCS Ingest creates staging disk
Disk uestManage | Middleware | areas. The correct Staging
rServer Disk Server is determined

from the Ingest Database.
The amount of staging disk
area to request is determined
from the *.PDR file.
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Table 3.9.11.3-1. Component Interaction Table: Aura Definitive Attitude Data

(2 of 3)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

H.4.2

Allocate Media
Resource

EclnGran

EcDsStRe
questMan
agerServe
r

CCs
Middleware

Ingest now creates the
Resource manager for its FTP
Server via a Resource Manager
Factory. Ingest knows that this
request is via Ftp from a
database lookup, keyed on the
data provider. The correct
resource manager is
determined from the Media
Type handed to the resource
factory (IngestFtp, in this case).
The correct IngestFtp Server
resource is determined from the
configuration within the Ingest
Database.

H.4.3

Ftp Get files

EclnGran

EcDsStRe
questMan
agerServe
r then
EcDsStFt
pServer

CCs
Middleware

Ingest sends a request to the
Storage Management Request
Manager to forward a request
to the Ftp Server to direct the
FTP Server to get the files from
the host and location, as
indicated in the *.PDR file,
placing them on the staging
disk.

H.5.1

Connect to SDSRV

EcIinGran

EcDsScie
nceDataS
erver

CCs
Middleware

Ingest begins a session with the
Science Data Server by
connecting. The correct
Science Data Server is
determined during the Ingest
Request Manager startup from
a configuration file. This is
pertinent if there are multiple
Science Data Servers in use at
one DAAC in one mode.

H.5.2

Request Metadata
Configuration File

EclnGran

EcDsScie
nceDataS
erver

CCs
Middleware

Ingest requests the metadata
configuration file (MCF) for the
data being inserted. The data
types being inserted are
derived from the *.PDR file.
Ingest performs preprocessing
(current number of files for data
type, metadata extraction, etc.).
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Table 3.9.11.3-1. Component Interaction Table: Aura Definitive Attitude Data

(3 of 3)
Step Event Interface | Interface Interface Description
Client Provider Mech.
H.5.3 | Validate Metadata EcInGran EcDsSci | CCS After building a metadata file for
enceData | Middleware | the granule, Ingest asks the
Server Science Data Server to validate
the metadata, based on the
granule’s data type.
H.5.4 | Request Data EcinGran EcDsSci | CCS Archive newly received Attitude
Insert enceData | Middleware | data for ESDT AUCOGBAD.
Server
H.6.1 | Trigger insert event | EcDsScien | EcSbSub | CCS The Science Data Server
ceDataSer | Server Middleware | triggers an Attitude data insert
ver event.
H.7.1 Notification EcSbSubS | EcPISub | CCS Send direct notification to the
erver Mar Middleware | PLS to inform there is newly
received Attitude data.
H.8.1 Release job EcPIWb EcDpPrJ | CCS The PLS releases a job to
obMgmt | Middleware | process Attitude data.
H.9.1 | Acquire data EcDpPrEM | EcDsSci | CCS A request is sent to obtain the
enceData | Middleware | data, which was inserted into
Server the Science Data Server.
H.10.1 | Acquire MCFs EcDpPrEM | EcDsSci | CCS Metadata Configuration Files,
enceData | Middleware | one for each data type to be
Server produced, are acquired from
the Science Data Server.
H.11.1 | Process Definitive EcDpPrEM | EcDpPrA | None Toolkit native format Attitude
Attitude data into uraAttitud data and metadata files are
toolkit native format eDPREP generated.
_PGE
H.11.2 | Process Definitive EcDpPrEM | EcDpPrA | None HDF Attitude data and
Attitude data into uraAttitud metadata files are generated.
HDF eDPREP
_PGE
H.12.1 | Insert toolkit native | EcDpPrEM | EcDsSci | CCS The toolkit native format output
format Definitive enceData | Middleware | files is stored for ESDT
Attitude data Server AURATTN for Aura.
H.12.2 | Insert HDF EcDpPrEM | EcDsSci | CCS The HDF output file is stored for
Definitive Attitude enceData | Middleware | ESDT AURATTH.
data Server
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3.10 Cross Mode / DAAC Scenario

3.10.1 Cross Mode / DAAC Scenario Description

This scenario shows how ECS supports the interface between one Mode and or DAAC (System
A) and a different Mode and or DAAC (System B).

The following system functionality is exercised in this scenario:

e Cross System data ingest

3.10.2 Cross Mode / DAAC Scenario Preconditions
e The ESDTs for the data, which is to be ingested, have been inserted into the ECS.
e The data, which is to be distributed, has already been generated in the mode/DAAC of
ECS from which the distribution is to take place.
3.10.3 Cross Mode / DAAC Scenario Partitions
The cross mode / DAAC scenario is contained in the following thread:
e Cross Mode / DAAC Insertion (Thread A) — This thread shows how the ECS inserts data
provided from a different mode and or DAAC by Data Distribution.
3.10.4 Cross Mode / DAAC Insertion Thread

This scenario shows how ECS supports the archival of data distributed by ECS. The data being
distributed by ECS comes from a different mode or DAAC than the mode or DAAC in which the
archival is being done. The interface between Data Distribution and Ingest is via e-mail. Ingest
receives an e-mail delivery notification from Data Distribution after the delivered files are
transferred (via the Ftp service) to an Ingest directory. Ingest then uses the information in the
delivery notification to create a PDR (product delivery record) and puts the PDR in a polling
directory. Then the data is ingested via a standard polling mechanism managed by Ingest.

3.10.4.1 Cross Mode / DAAC Insertion Thread Interaction Diagram — Domain
View

Figure 3.10.4.1-1 depicts the Cross Mode / DAAC Insertion Thread — Domain View.
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A.9 Insert data
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Figure 3.10.4.1-1. Cross Mode / DAAC Insertion Interaction Diagram

3.10.4.2 Cross Mode Insertion Thread Interaction Table — Domain View

Table 3.10.4.2-1 provides the Interaction — Domain View: Cross Mode / DAAC Insertion.

Table 3.10.4.2-1. Interaction Table — Domain View: Cross Mode / DAAC Insertion

(1 0of 2)
Step | Interaction | Interface | Interface Data Preconditions Description
Client Provider Issues
Al Directory INS B Directory | None Entire step is When system is started,
Polling for really a Ingest begins polling a
PDRs precondition. directory, looking for files
that meet the following
standard: *.PDR, in the
pre-configured directory.
A2 Directory INS B Directory | None Entire step is When system is started,
Polling for (INGST) really a Ingest begins polling a
Distribution precondition. directory, looking for files
Notice that meet the following
Files standard: *.notify, in the
pre-configured directory.
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Table 3.10.4.2-1. Interaction Table — Domain View: Cross Mode / DAAC Insertion

(2 of 2)
Step | Interaction | Interface | Interface Data Preconditions Description
Client Provider Issues
A3 Acquire Data DSS A None None The Client or Subscription
Data User (SDSRV) Server submits an Acquire
request for granules, via
Ftp Push.
A4 Ftp Data DSS A Directory | None None The DSS transfers the
(STMGT) data files to a directory (via
the Ftp service).
A5 Distribution | DSS A INS B None The Ingest Send e-mail notification to
Notice (SDSRV) | (INGST) Email Parser Ingest on System “B” that
has a valid e- the requested granules are
mail address. now available on System
“pm
A.6 Put INS B Directory | None None Store e-mail notification
Distribution | (INGST) into a file.
Notice in a
File
A7 Read INS B Directory | None None Ingest reads the
Distribution | (INGST) distribution notice file.
Notice
A.8 Create INS B Directory None None Ingest creates a Product
PDR and (INGST) Delivery Record (PDR) file
putitin from the data in the
Polling distribution notice file and
Directory puts the PDR file in a
polling directory.
A.9 Insert Data | INS B DSS B None DSS must have | Ingest sends the data to
(INGST) | (SDSRV, the appropriate | the DSS for archival.
STMGT) ESDTs
installed.
A.10 | Send PAN | INSB Data User | None The Data When the Ingest request is
(INGST) | A User’s e-mail complete, a Production
address needs | Acceptance Notification
to be in the (PAN) is e-mailed to the
Ingest Data User indicating either
database. success or errors found.

3.10.4.3 Cross Mode / DAAC Insertion Thread Component Interaction Table
Table 3.10.4.3-1 provides the Component Interaction: Cross Mode / DAAC Insertion.
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Table 3.10.4.3-1. Component Interaction Table: Cross Mode / DAAC Insertion
(1 of 5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

All

Ingest Polling
for PDRs

EcinPolling

Directory

Ftp

Ingest begins polling the
configured directory. It periodically
looks for files named *.PDR. The
polling periodicity is determined
from a configuration file.

A21

Ingest Polling
for
Distribution
Notice Files

EclnEmailG
WServer

Directory

Ftp

Ingest begins polling the
configured directory. It periodically
looks for files names *.notify. The
polling periodicity is determined
from the Ingest database.

A3.1

Acquire Data

EcSbSubSer
ver or Client

EcDsScienc
eDataServer

CCSs
Middleware

The SUBSCRIPTION SERVER or
Client submits an Acquire request
for granules via FtpPush. This
request is asynchronous (meaning
the return of the "submit" call of
the request only contains the
status of the request’s submittal).
The request asks for an e-mail
notification to be e-mailed to the
Ingest.

A.3.2

Create
Staging Disk

EcDsScience
DataServer

EcDsStReq
uestManage
rServer

CCS
Middleware

The Science Data Server verifies
access privileges for the granule
and creates staging disk areas for
metadata files, which allocates
space and passes back a
reference to that disk space. The
amount of staging disk to request
is determined from an in memory
copy of the granule metadata file.

A.3.3

Create
Metadata File

EcDsScience
DataServer

EcDsScienc
eDataServer

CCSs
Middleware

For each granule referenced in the
Acquire request, the Science Data
Server creates a file containing the
granule’s metadata before passing
to the Data Distribution Server.

A3.4

Distribute
Granules,
Synchronous

EcDsScience
DataServer

EcDsDistrib
utionServer

CCS
Middleware

The Science Data Server submits
a request to the Data Distribution
Server. The request includes, for
each granule, a reference to the
metadata file as well as all data
files. Other parameters from the
Acquire request are passed to the
Data Distribution Server.
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Table 3.10.4.3-1. Component Interaction Table: Cross Mode / DAAC Insertion
(2 of 5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

A3.5

Create
Staging Disk

EcDsDistribut
ionServer

EcDsStReq
uestManage
rServer

CCS
Middleware

The Data Distribution Server
creates staging disk areas for the
granule files in the archive. This
allocates space and passes back
a reference to that disk space.
The correct staging disk server is
determined from the information
passed by the Science Data
Server in the distribution request,
which was the short name and
version id of the granule to be
staged. The amount of staging
disk area to request is calculated
from the file sizes in the
information passed in the
Distribution Request.

A.3.6

STMGT
Retrieve

EcDsDistribut
ionServer

EcDsStReq
uestManage
rServer

CCS
Middleware

The Data Distribution Server
requests Storage Management to
retrieve the granule file archived.
This results in the file being staged
to read-only cache disks. This
means all files needed to fulfill the
distribution request are on disk,
and ready to be copied. STMGT
will verify the checksum for a
configurable percentage of the
files that have one. The correct
archive object to request is
determined from the information
provided by the Science Data
Server in the distribution request.
The Storage Management only
returns status to the Data
Distribution Server if the request to
retrieve files from the archive
succeeded or failed. Locating the
files may use the observation date
when archive tape placement is
optimized based on date.

A.3.7

Link Files to
Staging Disk

EcDsDistribut
ionServer

EcDsStReq
uestManage
rServer

CCSs
Middleware

The Data Distribution Server links
the files from the read-only cache
into the staging disk.

A.3.8

Link Files to
Staging Disk

EcDsDistribut
ionServer

EcDsStReq
uestManage
rServer

CCS
Middleware

The Data Distribution Server links
the metadata files from the
Science Data Server's staging disk
into the staging disk.
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Table 3.10.4.3-1. Component Interaction Table: Cross Mode / DAAC Insertion
(3 of 5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

A.3.9

FtpPush Files

EcDsDistribut
ionServer

EcDsStReq
uestManage
rServer

CCSs
Middleware

The Data Distribution Server now
creates the Resource manager for
Ftp pushes via a Resource
Manager Factory. The correct
resource manager is determined
from the Media Type handed to
the resource factory (FtpPush, in
this case). The correct FTP
Server is determined from the
configuration within the resource
factory. The files, host location,
username and password are all
determined from the information
provided in the original Acquire
request.

A4l

Ftp Files

EcDsStFtpSe
rver

Ftp daemon

Ftp

The FTP Server performs the
actual low-level Ftp of the files.

A5.1

Build
Distribution
Notice

EcDsDistribut
ionServer

EcDsDistrib
utionServer

E-mail

The Data Distribution Server
builds an e-mail notification that
the user’s order has been fulfilled.
This natification includes the
media ID, type and format of the
request, UR, type and the file
names and sizes for each granule
as well as a DAAC configurable
preamble. The notification will
include checksum information for a
DAAC configured list of users.

A5.2

Send E-mail

EcDsDistribut
ionServer

E-mail
Service

E-mail

The Data Distribution Server
sends the distribution notice to
Ingest via e-mail.

A.6.1

Put
Distribution
Notice in a
File

EclnEmailG
WServer

E-mail
Service

Sendmail
Script

The Ingest Email Parser stores the
distribution notice as a text file in a
configurable directory location
using a Sendmail script. A
reference to this script is available
in the /etc/mail/aliases file.

A7.1

Ingest Email
Parser
Detects Files

EclnEmailG
WServer

EclnEmailG
WServer

CCs
Middleware

The Ingest Email Parser detects
files matching the *.notify mask.
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Table 3.10.4.3-1. Component Interaction Table: Cross Mode / DAAC Insertion
(4 of 5)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

A.8.1

Create PDR

EclnEmailG
WServer

EcInEmailG
WServer

CCSs
Middleware

The Ingest Email Parser parses
the distribution notice file and uses
the ESDT, FTPHOST, FTPDIR,
FILENAME, FILESIZE,
FILECKSUMTYPE, and
FILECKSUMVALUE fields to
generate a Product Delivery
Record (PDR) file. It sets the
ORIGINATING_SYSTEM in the
PDR to “DDIST.”

A.8.2

Put PDR in
Polling
Directory

EcInEmailG
WServer

Directory

Copy
Function

The Ingest Email Parser copies
the PDR file to the predetermined
directory.

A.8.3

Polling
Detects Files

EcinPolling

Directory

Ftp

Ingest Polling detects files
matching the *.PDR mask.

A8.4

Ingest
Request

EcinPolling

EcInReqMgr

CCs
Middleware

The Polling Ingest process
packages the PDR information into
an Ingest Request.

A9.1

Ingest
Granules

EclnRegMgr

EclnGran

CCs
Middleware

The Ingest Request Manager
packages the request into
granules and sends them to the
appropriate Ingest Granule Server.

A.9.2

Connect to
SDSRV

EclnGran

EcDsScienc
eDataServer

CCS
Middleware

Upon receiving the message to
ingest a granule, the Ingest
Granule Server begins a session
with the Science Data Server by
connecting. The correct Science
Data Server is determined from a
string contained in a configuration
file by the Ingest Request
Manager.

A.9.3

Insert Data

EcIinGran

EcDsScienc
eDataServer

CCSs
Middleware

Ingest replaces the InputPointers
in the .met file with “RE-INGEST
FROM DISTRIBUTION — INPUTS
UNKNOWN?"” and then requests
that the files in the granule be
inserted into the Data Server. An
Insert request, containing the
names of the files comprising the
granule is created. The Science
Data Server validates the
metadata and determines the
archived names of the files.

3-401

313-EMD-001, Rev. 01




Table 3.10.4.3-1. Component Interaction Table: Cross Mode / DAAC Insertion

(5 of 5)

Step Event Interface Interface Interface Description
Client Provider Mech.

A9.4 STMGT EcDsScience | EcDsStReq | CCS The Science Data Server requests that

Store DataServer uestManage | Middleware | the granule be archived. The archive

rServer server reads the inserted files directly

from the disks that they are residing
on. STMGT will calculate a checksum
for a configurable percentage of files
that do not yet have one. Files may be
directed to different tapes based on
observation time to optimize tape
usage. STMGT will verify the
checksum value given by Ingest for the
files based on the Checksumoningest
flag initially set by Ingest.

A.9.5 | Adding a EcDsScience | Sybase CtLib The validated metadata is parsed and
Granule to DataServer ASE/SQS added to the inventory of the Science
Inventory Data Server, this includes checksum

information when available.

A.10.1 | Send PAN EcinRegMgr | E-mail E-mail The Ingest Request Manager creates

Server a Production Acceptance Notification
(PAN) and sends it to the Data User.

3.11 Science Investigator-Led Processing Systems (SIPS) Scenario

3.11.1 SIPS Scenario Description

e This scenario shows how ECS supports the archival of SIPS data, and how ECS
supports reordering for reprocessing and in case of errors by a SIPS. The interface
between SIPS and ECS in the data archival thread is through a standard polling (with
delivery record) mechanism managed by Ingest. The interface between SIPS and ECS
in reordering for reprocessing or failure thread is through a Machine-To-Machine
Gateway Server provided by MTMGW in CSS. The security of the communication
between SIPS and Machine-To-Machine Gateway Server is obtained by introducing
ssh (secure shell protocol) mechanism, which provides secure remote login and other
secure network services over an insecure network.

3.11.2 SIPS Scenario Preconditions
e The ESDTs for the SIPS data have been inserted into the ECS.

3.11.3 SIPS Scenario Partitions

The SIPS scenario is partitioned into the following threads:
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e SIPSData Insertion (Thread A) — This thread shows how the ECS inserts data provided by
SIPS via ECS standard data distribution services including search and order. (See section
3.11.4).

e SIPSData Reprocessing - The SIPS Data Reprocessing illustrates a means to allow SIPS to

reprocess data externally to ECS via Machine-To-Machine Gateway that provides search and
order capabilities.
o Inventory Search (Thread B) - This thread shows how an inventory search request
is submitted by SIPS and how it is handled by ECS. (See section 3.11.5).
o Product Order (Thread C) — This thread shows how a product order request is
submitted by SIPS and how it is handled by ECS. (See section 3.11.6).
o Integrated Search and Order (Thread D) — This thread shows how the integrated
request gets submitted by SIPS and how it is handled by ECS. (See section 3.11.7).

3.11.4 SIPS Data Insertion Thread
This thread shows how the ECS inserts data provided by SIPS.
The following system functionality is exercised in this scenario:

e SIPS driven data ingest

3.11.4.1 SIPS Data Insertion Thread Interaction Diagram — Domain View

Figure 3.11.4.1-1 depicts the SIPS Data Insertion Thread — Domain View.

A.2 SIPS Copies Files

b\\ A.1 Directory Polling
A A.3 Detect and Read Data

=3 CCS Middleware A.7 Send PAN
»===F  HMI (GUI, Xterm, command) (email Oertp)
L INS
% email (or other as noted) . ] . .

Double line - Synchronous A.4 Create Staging Disk & Transfer Files (to Disk)
-——> email (or other as noted) A.5* Translate Granule Pointers in linkage file into URs

Dashed - Asynchronous A.6 Request Data Insert

Socket *Note: Step A.5 Granule Pointer translation is
€—» Sybase CtLib DSS not performed if there is no linkage file.

Figure 3.11.4.1-1. SIPS Data Insertion Interaction Diagram

3.11.4.2 SIPS Data Insertion Thread Interaction Table — Domain View

Table 3.11.4.2-1 provides the Interaction — Domain View: SIPS Data Insertion.
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Table 3.11.4.2-1. Interaction Table — Domain View: SIPS Data Insertion

Step Interaction Interface Interface Data Step Description
Client Provider Issues | Preconditions
Al Directory INS Directory None Entire step is When system is started,
Polling (INGST) really a Ingest begins polling a
precondition. directory, looking for files
that meet the following
standard: *.PDR, in the pre-
configured directory.
A.2 SIPS copies | SIPS Directory None “SIPS” knows The Science Investigator-
files the host and Led Processing System
directory to (SIPS) copies the data and
place files. metadata files to the
directory, which Ingest is
polling.
A3 Detect and INS Directory None None Ingest Polling detects data
Read Data (INGST) in the directory and reads
the data.
A.4 Create INS DSS None None After Ingest detects files
Staging Disk | (INGST) (SDSRV) and packages them into
& Transfer granules, Ingest interfaces
Files with the DSS to create an
Ingest staging disk area
and transfers the files to
this staging disk area.
A. 5* Translate INS DSS None None Ingest submits a query to
Granule (INGST) (SDSRV) the DSS to search for the
Pointers in ECS UR for the particular
linkage file internal identifier, data type
into URs and version ID, which were
(*Note: extracted from the Granule
Translation is Pointer in the linkage file.
not done if
there is no
linkage file.)
A.6 Request Data | INS DSS None DSS must have | Ingest sends the data to the
Insert (INGST) (SDSRV) the appropriate DSS for archival.
ESDTs installed.
A7 Send PAN INS SIPS None The SIPS e-mail | When the Ingest request is
(email or ftp) | (INGST) address and/or complete, a Production
ftp information Acceptance Notification
needs to be in (PAN) is e-mailed and/or
the Ingest transferred (via the Ftp
database. service) to the SIPS
indicating either success or
errors found.

3.11.4.3 SIPS Data Insertion Thread Component Interaction Table

Table 3.11.4.3-1 provides the Component Interaction: SIPS Scenario, SIPS Data Insertion.
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Table 3.11.4.3-1. Component Interaction Table: SIPS Data Insertion (1 of 3)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

All

Ingest Polling
for PDRs

EcinPolling

Directory

Ftp

Ingest begins polling the
configured directory. It periodically
looks for files named *.PDR. The
polling periodicity is determined
from a configuration file.

A21

SIPS Copies
Files

SIPS

Directory

Ftp

The Science Investigator-Led
Processing System (SIPS)
transfers (via the Ftp service) the
data files and the PDR file to the
predetermined directory.

A3.1

Polling
Detects Files

EcinPolling

Directory

Ftp

Ingest Polling detects files
matching the *.PDR mask.

A.3.2

Ingest
Request

EcInPolling

EcInReqMgr

CCs
Middleware

The Polling Ingest process
packages the PDR information into
an Ingest Request.

A3.3

Ingest
Granules

EcInRegMgr

EclnGran

CCS
Middleware

The Ingest Request Manager
packages the request into
granules and sends them to the
appropriate Ingest Granule Server.

A4.1

Create
Staging Disk

EclnGran

EcDsStReq
uestManage
rServer

CCS
Middleware

Ingest creates staging disk areas.
The correct Staging Disk Server is
determined from the Ingest
Database. The amount of staging
disk to request is determined from
the *.PDR file.

A4.2

Allocate
Media
Resource

EclnGran

EcDsStReq
uestManage
rServer

CCSs
Middleware

Ingest now creates the Resource
manager for its FTP Server via a
Resource Manager Factory.
Ingest knows that this request is
via Ftp from a database lookup,
keyed on the data provider. The
correct resource manager is
determined from the media type
handed to the resource factory
(IngestFtp, in this case). The
correct IngestFtp Server resource
is determined from the
configuration within the Ingest
Database.

A4.3

Ftp Get files

EclnGran

EcDsStReq
uestManage
rServer

CCS
Middleware

Ingest directs the FTP Server to
get the files from the host and
location, as indicated in the *.PDR
file, placing them on the staging
disk.
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Table 3.11.4.3-1. Component Interaction Table: SIPS Data Insertion (2 of 3)

Step

Event

Interface
Client

Interface
Provider

Interface
Mech.

Description

AS5.1

Connect to
SDSRV

EclnGran

EcDsScienc
eDataServer

CCSs
Middleware

Upon detecting the presence of
granule files, the Ingest Granule
Server begins a session with the
Science Data Server by
connecting. The correct Science
Data Server is determined from a
string contained in a configuration
file by the Ingest Request
Manager.

A5.2*

Translate
Granule
Pointers in
linkage file
into URs

EclnGran

EcDsScienc
eDataServer

CCSs
Middleware

The Ingest Granule Server
submits a query to the Science
Data Server to search for the ECS
UR parameter for the particular
internal identifier, data type and
version ID found in the Granule
Pointer in the linkage file. It then
constructs an insert command for
the browse, QA, or PH file, which
is associated with the linkage file.
(*Note: This step is not performed
if there is no linkage file.)

A5.3

Validate
Metadata

EclnGran

EcDsScienc
eDataServer

CCS
Middleware

The Granule Server calls the
Science Data Server Validate
method for each metadata file
before doing the insert.

A.6.1

Request
Data Insert

EclnGran

EcDsScienc
eDataServer

CCSs
Middleware

Ingest requests that the files in the
granule are inserted into the Data
Server. An Insert request,
containing the names of the files
comprising the granule is created.
The Science Data Server validates
the metadata and determin